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ABSTRACT

Chromium oxide, Cry0O3 i;; of considerable technlogical importance because it
provides a protective scale on important materials, such as stainless steels and
superalloys; therefore, it is of interest to know its transport properties and how
these properties may be altered. In order to obtain a better understanding of the
defect structure of Cry03, the electrical.conductivity and Seebeck coefficient of
sintered high purity CryOg, TiOy-doped CryO3 and MgO-doped Cry03 have been
measured as functions of temperature, oxygen partial pressure and different
levels of dopant content. Resulis from these measurements show that the defect
structure of Cry0j is relatively complicated. At high temperatures, depending
upon the oxygen partial pressure different defects may present. In general, at
high Pgg, Crg03 is a P-type semiconductor with electron holes and chromium
vacancies as the predominant defects; at intermediate Pgg, Cry03 behaves as an
intrinsic semiconductor with electrons and electron holes as the major defects; at
low PQg, near the Cr/Cry03 equilibrium oxygen pressure, CroOg changes to an
N-type semiconductor with electrons and chromium interstitials as the dominant
defects. Based on these results defeot dependent properties, such as the parabolic
growth of CrqO; during high temperature oxidation of Cr and the sintering of
Cr303, are discussed.
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Chapter 1
INTRODUCTION

L1  Background Information

The work presented in this thesis is concerned with the determination of the
point defect structure of CrgOs, Several factors account for the reasons of the
whole investigation.

Chromium gesquioxide ( Cry03) is an oxide of extreme importance, mainly
because it grows as a film 6n stainless steel and other technological alloys at
elevated temperatures and protects the alloy with considerable resistance against
rapid oxidation and corrosion. It has been known that small additions of
impurities or active elements in sither thé metal or oxide may have signiﬁcant
effects on the oxidation: rate of the metal. In order to elucidate the oxidatian

mechanism and the effects of the additions, it is necessary to know the transport

" properties of ctgoa and the manner in which these properties may be varied.

Recently, the rapid growth in the development of electrical conduction related

devices (e.8., chemical and temperature sensors) for applications at elevated

temperatﬁres and severg environments hag attracted many studies on the
olectrical properties of transition metal oxides. Chromium oxide with its high_
melting temperature, excellent corrosion resistance and behavior as a
semiconductor appears to be a good candidate. It has also been found that 'inany
factors such as oxygen activity, teamperature and the amount of dopant m.hy hﬁve |

decisive influence on the electrical properties of these oxides. 'I‘heréfore. studies of

 the electronic conduction mechanism of CraOg and the effects of the various .~

factors become of interest.
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Furthermore, it has been found that a corfect atmosphere control is very
f important during the sintering of CroO3 containing refractories. The theories of
the sintering mechanism of Cry,03 have not yet been fully undersmod;

Since all these properties, sintering, electronic conduction and atomic
transport in oxidation are very closely related to the point defects p‘resentin the
oxide, a complete knowledge of the peint defect structure of the oxide is. essential

for understanding and improving these pi'operties.

1.2 Resenrch Objectives

Tk’ . research work was undertaken with the following objectives.
(1) To determine the point defect structure of CryOy , that is,
1. te deduce the types of point defects that occur in Cry0j.
2 to examine the temperature and oxygen partial pressure
dapenden_ce of the concentrations of these defects.
2)  To detormine the conduction mechanism of the electronic species in
 on0,
RN (@ To invest_igate the impu ity effect on the defect structure of Cry0O3.

4) "Ifo _eﬁplain the high temperature oxidation mechanism of Cnga.

18 ., - - , .
- The -reéegrch work caried out is presented in this thesis in eight chapters,
| Chupter 1 gives a brief introduction of Lhe resear;:h work and the thesis layout.
Chapter 2 describes theoretical principles perteining to the point defect
chemistry, electrical conductivity, the»Seebeck coefficient, and other defect related
properties of Cry03. | | - S
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Chapter 3 reviews the literature concerning the different physical and
chemical properties of CrsOg that are related to its point defect structure.

Chapter 4 describes the experimental apparatus and procedures. Which
includes sample preparation and characterization, and electrical conductivity and
Seecbeck coefficient measurements.

Results obtained from various types of experiments are discussed in Chapter
5 to 7. Chapter 5 presents the results of TiO4-doped Cry03, Chapter 6 presents
the results of MgO-doped Cry03, and Chapter 7 presents tht; results of pure
Crq03.

The entire work is summarized in Chapter 8 along with suggestions for future

research.

o re " s | .
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Chapter 2
THEORTICAL PRINCIPLES

It is desirable to discuss some basic theories about point defect structures and
their related transport properties since such is the basis of this research. This
chapfer is organized into five sections. Section 1 gives some general descriptions
about point defects and their relation to different transport properties in
crystalline solids. Section 2 discusses the thermodynamics of point defects.
Examples of point defect equilibrium based on the Mey,O3 system are also

. examined. In section 3 and 4, theories of the electrical conductivity and Seebeck

coefficient, respectively, are discussed more extensively in order to show how
measurements of these two properties can be used to reveal the defect structure
and the conduction mechanism of a particular material, Finally, the mechanism

of the parabolic growth of oxides is briefly described in section 5.

The structurs of an ideal crystalline solid is characterized by an orderly
periodic arrays of atoms. In theory, the crystal lattice may have infinite
repetition without any disturbance throughout the crystal. However, in real
crystals, the periodic structure is always disturbed by some structural

‘imperfections or defects. V'I‘_here are several types of such structural defects, and

these are commonly categorized into three main groups, namely, 1) point defects, -

: 2) line defects, and 3) planar defects. Numerous discussions on these subjects can

~ be found in the literature (1-8). Among these imperfections, point defects are the

most important defect species because of their strong relation to the transport

 properties m crys_télline solids.




When the imperfection is limited to one structural or lattice site and its
immediate vicinity, the imperfection is termed a point defect. Different types of
point defects may occur in crystals and these are:

(1) vacancies; these are sites where constitueni atoms are missing from a

_ normally occupied position.

(2) interstitials; these are sites where atoms occupy the interstices between
the regular lattice sites. | .

(3) misplaced atoms; these are sites where one type of atom is found at a site
normally occupied by another.

{4) impurity atoms; these may occupy normally unoccupied positions
(interstitial type) or positions normally occupied by one of the host atoms
(substitutional type).

In addition to these atomic defects, there are elect.ronic. defects;

(8) free electrons and electron holes; these may either be formed intrinsically
through ionization of an electron from the valence to the conduction band or be
formed in association with atomic defects.

Furthermore, inter#ctions between these basic types of point defects may also
occur, e.g. associates and clusters. _

In a crystalline solid, the concentration of point defects is strongly dependent
upon wmperatdre. pressure and the chemical potentials of the crystal
components. ‘In general, the complete description of the point defects in a

compound and their concentration variation as a function of temperature and

partml pressure of the constituent atoms or molecules is termed the point defect

structure of the compound (4).
Closely related to the point defect structure are some important and

intgregting' properties of crystalline solids. A compilatinu of the relationships is
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illustrated in Figure 2.1. For the point defect dependent properties, atomic
defects are responsible for nonstoichiometry and solid state diffusion with the
compound. Solid state diffusion, in turn, determines or strongly influences
properties or processes such as solid state reaction, ionic conductivity, sintering,
high temperature creep, etc.. And electronic defects determine properties such as
electrical conductivity, thermoelectric power (Seebeck coefficient), Hall coefficient,
etc.. For mass transport in electrochenﬁcal potential gradients occurring, for
example, during relaxation of the concentrations of point defects or during
parabolic scale growth, the migration of ions is generally determined by the
mobility of both atomic and electronic defects. .

Theoretically, with a priori knowledge of the point defect structure of a
compound, one may predict the different transport properties occurring in the
compound. Improvements or alterations of these properties can then be achieved
by simply modifving the defect structure. Conversely, from directly measurable
quantities characterizing the transport properties, one may reveal the defect
structure of the compound. In this study, two type of measurable properties,
electrical conductivity and Seebeck coefficient, were utilized to achieve this

objective.

2.2 Point Defect Theory

A useful tool to quantitatively describe the relationships between the
different defect concentrations and the thermodynamic vgriables is given by point

~ defect thermodynamics, also denoted as the point defect theory. In this section,

saveral examples of defect equilibria are demonstrated to show how this theory is

_ | applied to du‘t'qrent situations. In view of the many types of defects that may be
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formed and the numerous defect equilibria that may occur in different materials,
the examples given w111 be. restricted to systems of binary oxides containing
transition metals.

It is generally agreed that in oxides containing transition metals, the
predominating defects are nonstoichiometry defects, and these defects are either
an excess or a deficit of cations or anions. If the predominating types of defects
are charged, complementary electronic ;l,efects are created in .order to conserve
electrical neutrality. The extent of nonstoichiometry and the defect
concentrations are usually functions of temperature and partial pressure of their
constituents. . '

In the following discussions, different cases of defect equilibria are presented.
It is assumed that in an oxide Me,O3, the major defects essentially occur only in

the cationic sublattice and these atomic defects are completely ionized.

2.2.1 P-ype Metal Dificit Semiconductor

In metal deficit oxides where the deviation from nonstoichiometry ¢ is

 positive, metal vacancies and complementary electron holes may be formed
~ through the reaction of oxygen with the oxide. The defect formation relation can
- be expressed as |

220,(g) = 2Vp:” + 6h' + 30§ : @2.1)

'For small defect concentrations the activities of the defects can be replaced by
~ their concentrations and the equilibrium constant is given by |

Kvi~ = (Vi P BP9 - @

"and the electroneutrality condition gives

0= 3V | - . (2.3)
By solving Equations. 2.2 and 2.3, it is found

N PR O Ak el T e T T T e e
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¢ = V™l = U3 ] = 334 Ky 18 - P, Y16 (2.4)
Shown in Figure 2.2(a) is the oxygen partial pressure dependence of the defect
concentrations as illustrated by a plot of log{ \,;M;"] vs logPQg. A straight line of
a positive slope of 3/16 characterizes the P-type metal-deficit behavior of Me;O3
type compounds.

2.2.2 N-type Metal Excess Semicoxiductor

In metal excess oxides, § < 0, the major defects are caiion interstitials and

electrons, and the defect equation is given as

Mey0g = 2Me;" + 6¢" + 3/204(g) (2.5)
" The equilibrium constant of Equation 2.6 is
Kpei = (C 1 - (618 - Pog¥2 (2.6)
Combining with the electroneutrality equation
le] = [Mei‘.‘] 2"
one obtaing | '
§ = [Mej" ] = 1/3(e'] = 3« Koy + Pog V18 (2.8)

In this case, the defect structure is characterized by a siraight line of a negative
slope -3/16 on the plot of log [Me; "] vs log Pyg (Figure 2.2(b).)

- 223 Intrinsio Ionization of Electrons

In addition to the electronic defects that are created in association with the

- formation of the atomic defects, electronic defects are also formed through-

intrinsic ionization of elei:uo_m. In this process, electrons are excited from the
valence band to the conduction band, and leave electron holes in the valence
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The defect equilibrium can be expressed as

Nul=e¢ +h’ ~ (2.9)

K; = (e [h] (2.10)
and the electroneutrality condition is

] = ] = K; /2 (2.11)

In this case, the concentrations of electrons and electron holes are not functions of

oxygen partial pressure (Figure 2.2(c)).

2.24 Defect Structures Involving Both Cationic Vacancies and
- Interstitials

In the preceeding considerations the oxide has been assumed to have a single
type of defect with either a cation deficit or a cation excess as predominant
throughout the whole PQa range. In many oxides, depending on the partial
- pressure of oxygen different types of defects may in principle oc:;ur. As an
illustration a special case where an oxide containing metal vacancies at high Pga
and metal interstitials at low Pg, will be considered. In the intermediate Po,
region the oxide will be stoichiometric or close to stoichiometric, ’l‘he aystem
 Mey.§04 and the assumiption of complete ioMﬁon of the defects are still used.
In this case the following defect equilibria need to be considered : |

3204(g) = 2Vyy,” + 6h" + 30§ - | (’2.@
‘Cry0y = 2Me;”" + 66" + 320,0g) " | (2.13)
Nli=e+h - : té.m

Meyk = V™ + Mej | o (2.15)

The cosresponding equilibrium constants are

R N e T
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Kymz~ = [Vige 1 - 018 - Py 32 (2.16)
KMei~ = [Mej1% - [¢71° - PO, ¥2 o @an
Ki=1[e']1(h) | - @1y
Kp = (Vyo] - [Me; ] (2.19)

It should be noted that the above defect equilibria are interrelated, and it may be
shown that K;® - Kp? = Kvumi~ - KMei +* through a combination of the equations.
Now the elect.roxieutrality equation becomes more complicated and is given as

(h] + 3[Me;"} = [e] + V] (2.20)

At high PQs, where the metal vacancy defect is predominant, the
electroneutrality equation is reduced to

(Vie] = V3] >> [Me"), [e] (2.21)
and the defect concentrations are given by
Va1 = U3lh') = 3% - Kypgg - Pos¥6 (2.22)
(Mej") = 3% - Kp - Kyygg"8 - Py ¥'6  (2.23)
(o] = 3Y4 . K; - Kyy- V8 - POy 16 | (2.24)

~ By combining Equations 2.21 to 2.23, it may be seen that the condition
(Vae”) >> (Mej”'] may be replaced by Pgy >> 34 KE®? - Ky 8.
At low Py, where the metal excess is predominant. The condition |
(Me;"1 = 1/3[e7) >> (V_\;;"l.' th'l _ o o (2.25)
is applied and the folluwing relations will be obtained, , , _
(Me; '] = 1/3[e') = 3% Koy V8 - P, Y18 O (2.26)

[v“‘...} - 3314 . XF . K&mi.,..'liﬂ . P0‘23“G (2.27)
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(hl= D K; - KMei"'-US . p023/16 (2.28)
Combining Equations 2.25 to 2.27, shows that the condition
(Me;"] >> [Vpe"] isequalto Py << 3%. KFZN8 : KMei-"'zl3
At or close to stoichiometry, the followix‘;g limiting conditions must be
considered. '
Case I. Intrinsic ionization predeminates, thus
b1=le1=K"2 >> V) Meil (2.29)

Since [h'] and [e"] are independent of P(g, the point defect concentrations are

given by
[VMé"] - Ki-3/2 R K‘JMé”uz . P023/4 (2.30)
[Me;"1 = Ky ¥2 - KypeyV2 - Pog ¥4 (2.31)

Case II. Internal disorder (Frenkel defects) dominates, and thus
[VMé"] = [Me{"] = KF1/2 >> (h'l, [e] (2.32)
(VMo '] and [Me;""] are now independent of PQy, while the concentrations of
electronic defects are given by o |

] = Kpt - Kyye~ 8- Poo ¥4 ' (2.33)
6] = Kp™ - Kygey 18 - Pg. 714 | (2.34)

Case III. A very special situation occurs when
Vme1 = [Me;"] = 1/3[h] = /3 [e’] (2.35)
Combining Equatigns 2.16 to 2.19 and 2.35, shows that |
K; = 9K (2.36)
In this case, a degenerate situation of case I and II occurs. The intermediate P(,
region disapears and the high Pgy metal deficit region joins with the low P,

metal ezcess region at a Pgg = (Kpge; -+ / KvMé")lls.

A Y A R A
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In Figure 2.3, the variations of the point defect concentrations with oxygen
partial pressure for the three cs.es are illustrated. It is quite clear that case I
'and II behave essentia'ly as pure electronic conductors at all Pgs. However in
case II, the oxide may sxnihit appreciable ionic conductivity at or close to

stoichiometry.

2.2.5 Effects of Impurities on Defe& Equilibria

" In the previous examples discussion has been limited to pure materials and

1o sccount has been taken of impurities and their effects on defect equilibria.

Under real conditions the impurities may have significant effects on the defect
concantrations of the crystal. When impurities are incorporated into a crystal,
they may occupy either the normal cation or anion lattice sites or interstitial sites
depending upon the energy involved. In general, the incorporation at interstitial
sites is possible only when the foreign atoms have a relatively smaller size than.
the nstive atoms. Whern foreign atoms are incorporated substitutionally, the
difference in valence between impurity and native atoms will strongly affect the
electroneutrality condition of the crystal. If the valence of the impurity is greater
than that of the substitute& atom, the impurity will behave as a donor; if the
valence is sr:aller, the impurity will behave as an acceptor. In the following, the
impurity effect is illustrated by adding either higher valent cations or lower
valent cations to a metal-deficit oxide.

Case 1, Effect of higher valent cation impurity,

It has been mentioned that in a metal-deficit cxide Mey.50; with
predominant metal vacancics the defect equilibrium can be expressed as

1 8/209(g) = 2V + 6h' + 308 (2.37)
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Kvme = [ Vye1? - [0)° - Py 32 (2.38)
The incorporation of a higher valent cation Mi** can be represented by the

reaction
3 MOy = 3 Mfye + Ve~ + 6 03 (2.39)
KMame = 3 [ Myl + 1 Va1 (2.40)

In this case, the impurity behaves as a donor. A positive charge and a metal
vacancy are created by the substitution of an Mf** ion in the Me3* site. The
electroneutrality condition becomes
th'] + Mfye] = 3[Vme™] (2.41)
In regions where [Mfy,] > > [h’], the amount of the imnpurity will then control
the concentration of the metal vacancy, that is,
(VMe '] = 1/8[Mfye] = constant (2.42)
Combining with Equation 2.38, one obtains
(h'] a Pga¥/t (2.43)
The results are illustrated in Figure 2.4(a).
Case 2, Effect of lower valent cation impurities. .
When a lower valent cation impurity M* substitues for Me®* in the oxide
Me,. 503, the following reacﬁon occurs

1/20,(g) + 2MfO, = 2Mfy; + 2h' + 303 (2,44)

KMemg = [ MEygl? (012 - Pogy /2 (2.45)
Ip this case, a negative charge and an electron hole are created, 'I_‘he

electroneutrality equation gives

(h'] = [Mfye] + 3(Vye™) , . (2.46)

In regions where [ Mfyys] >> 3l Vi), the impurity content controls the
éoncentrat.ion of the elactronic species [ h'].
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(h'] = [Mfy] = constant (2.47)
Substituting into (Equatiqn 2.38) gives

Vi laPog¥t (2.48)
The results are illustrated in Figure 2.4(c).

2.3 Electrical Conductivity

The electrical conductivity of an oxide is given by the sum of the partial
conductivities of all mobile charged species, i.e. the different ions, electrons and
electron holes :

0 = J0jon + on + 0 (2.49)
In general, for nonstoichiometric oxides, the ionic conduction is usually negligibly
small, and Equation 2.49 becomes

=gy +top= e'n'u,i + epyp ' (2.50)
Where n and p are the concentrations of the electrons and electron holes (in #cm®
) respectivily, up and up are the mobilities (in cm?/V-sec) of electrons and electron
holes, and e is the electronic charge (in coulombs).

It is clear from Equation 2.50 that studies of the electrical conductivity yield
information only about the product of the charge carrier concentration and drift
mobility. The objective of this section will be to discuss the nature of the charge
carrier concentration and drift mobility individually, and to examine the

relationship between the electrical conductivity and tha defect structure.

2.3.1 Electron and Electron hole Concentrations

The electronic structure of semiconductors is usually explained by the band

‘ theory (9). As illustrated in the Figure 2.5, where the vertical axis represents the
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electron energy and the horizontal axis represents the distance through the solid,
the valence band and conduction band are seperated by an energy gap, Eg = E -
Ey, where E; is the energy of the lowest level in the conduction band and Ey is
the energy of the highest level in the val:nce band. The conduction in N-"or
P-type semiconductors is usually categorized according to the origin of the free .
charge-carrier concentration, intrinsic conduction arising from excitation across
the band gap and extrinsic conduction‘arising from excitation from localized
states within the band gap. For a given semiconductor the tﬁe observed will
depend on the concentration of point defects, impurities and temperature.
Regardless of the detailed conductivity mechanism, the equilibrium constant

for the intrinsic ionization and other excitation processes are determined by the
electron population or distribution among the energy levels in a crystal. By
Fermi statistics it may be shown that the concentration of free electrons is

n =[e] = No/ (1+ expl(E, - Ep)/ kT}) (2.51)
Where k is Boltzmam's constant, E¢ is the Fermi energy, and N is the density of
available states in the conduction hand. When Eg-Ef >> kT, the Fermi
statistics reduces to classical statistics and Equation 2.51 may be written

n = Ngexp{-(E; - Eg) / kT] (2.52)
For the case of a spherical energy surface, asswmning that the electrons occupy a
narrow band of energies close to E;, then N is given by

Ne = (8% m2kT / h2)¥2 (2.53)
Where m} is the effective mass of the electron and h is Planck's constant.

A corresponding relaticn holds for the population of election holes in the

| valence band. '

p = [h'} = Ny-expl{Ef - Ey) / KT - © (2.54)
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where Ny, represents the effective density of states in the valence band. When the
effective density of states is located in a narrow region close to Ey, Ny is,
corresponding to Equation 2.53, given by

Ny = (87 mEkT / h2)¥2 | | (2.55)
Where mf is the effective mass of the hole. The equilibrium constant for the
intﬁnsic ionization is then given by

Ki = n'p = NeNy-exp(-Eg/ KT) (2.56)
Where Eg = E¢ - Ey is the band gap between the conduction and the valence
band. In &n intrinsic conductor, n = p, and by combining Equations 2.52 to 2.55
we may solve for Eg, the Fermi energy level, which is given by

Ef = (Ey+E.)2 + 3/4kT-In(m}/mf) (2.57)
When the effective masses of the electron and hole are equal, the Femi level in an
intrinsic conductor lies halfway between the valence and conduction band.

In many compounds and particularly in ionic compounds, psriodic
fluctuations of the electric potential associated with each ion become too large
(and energy bands too narrow), so that the band model provides an inadquate
description or theory. In this case the electrons or holes may be considered to be
localized at the defects or the lattice atoms (valence defects). In such a case
electronic conductivity involves a “hopping" of electrons from site to site. And
Equations 2.53, 2.55 and 2.57 are no longer valid, however Equations 2.62 and
2.54 are still applicable But. Ny and N¢ then represent the total number of the
atoms at which the electronic species may be localized, multiplied by the
degeneracy of tlw atom states.
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2.3.2 Electron and Electron hole Mobility

In an ideal covalent semiconductor, electrons in the conduction band and

" holes in the valence band may be considered as quasi-free particles. The

environment of a periodic lattice and its potential may account for the effective

masses of the electron m} and hole m§

In this case the carriers have high dnﬂ; mobilities in the range of 10 to 104
cm?/V-sec. Two types of scattering effect the motion of electrons and electron
holes. In a pure semiconductor lattice scattering results from thermal vibrations
of the lattice, where the temperature dependence of the drift mobility is given by
ML = Hop T2 (2.58)
Where 1, is a constant. The mobility decreases with increasing temperature.

In impure semiconductors ionized donor and acceptor centers are positively
and negatively c.harged, respectively, and will serve as scattering centers, which
tend to limit the drift mobility. The temperature dependence of the mobility is
then given by

My = pgr e TY2 (2.59)

. Where W is a constant. The mobility increases with increasing temperature.

If both mechanisms are pregent, the mobility is given by
= (Vg + U)o ' - (2.60)
Apparently, the temperature dependence of the mobility term for the non-polar

| broad-band semiconductor is much smaller than tha: for their concentration. As
a result, the temperature dependence of the electrical conductivity is mainly
 determined Ly the concentration term. | |

Inrcompou_nds with predominantly ionic character the mobility of an e_lectmn

' is determined to a large extent by its interaction with the polar modes of the

- ‘- ‘».w-" S LT S
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crystal. In contrast to the classical band theory, the polaron theory (10-13) is
utilized. In this case, the electron is considered to interact coulombically with the

ions, producing a potential well surrounding the electron which is then
self-trapped within it. The electron and its surrounding polarization cloud is
commonly described as a quasiparticle and referred as a "polaron”. Two different
kinds of polarons can be distinguished.

When the association of the electrox'x and the polarization of the lattice is
weak, that is, when the lattice distortion extends over several lattice constants a
designation of "large polaron” is applied. The large polaron mobility at
temperatures above the Debye temperature is given by

TR T T2 (2.61)
# and is expected to be = 1-100 cm? /V-sec at elevated temperature,

When the electronic carrier plus the lattice distortion has a linear dimension
smaller than the lattice parameter, it is referred to as a “small polaron”. The
mobility is so strongly affected by the lattice distortion that conduction occurs via
a thermally activated diffusion process (hopping mechanism). This mechamism is
characterized by a very low carrier mobility that increases exponentially with
: increasing temperature : !

u = (1) eazvo ! KT )-exp(-Ey /kT) {2.62)
4 in which Ejy is the hopping energy, (1-¢) the fraction of sites unoccupied, a the
, jump distance and Qo the attempt frequency. Values of the small pol:iron
*' ? : | mobility are generally found to ba on the order of 10™ to 102 ¢m? /V.gec at
elevated temperatures - hundreds to thousands of times smaller than in normal
‘band conduction. B | '
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2.3.3 Electrical Conductivity and Point Defects

The electrical conductivity and the point defect structure of oxides are closely
related. This mainly arises fr;)m the fact that most defects are themselves the
charge carriers. The relationship between the electrical conductivity and the
concentration of defects can be easily demonstrated by examining their oxygen
partial pressure dependence. In Figure 2.6, the electrical conductivities are
plotted versus oxygen partial pressures according to the various defect structure
discussed in section 2.2. In (a) and (c), the logg vs. logPQg plots of two simple
typesbf defect structure, N-type and P-type, show a direct correspondence to the
logidefect] vs. logPQ, picts in Figure 2.2(a) and (b). However, in the central
region of (b) where both electrons and electron holes contribute to the
conductivity, the electrical conductivity does not reflect the defect concentrations
in a straight forward manner. These facts indicate that in order to reveal the
true defect structure of a material by using the electrical conductivity

measurement, one needs to be very cautious. In cases of complicated defect

| ~ structures, other techniques may be needed along with the conductivity

© measurement.

It has also been mentioned ‘that the measurement of the electrical
conductivity gives only the sum of the concantration-mobility products. In order

to achieve a detailed interpremtion of the electrical conductivity. it is necessary to

determine the mobility and concentration of electrons and elect.ro:_x holes

“seperately. One technique that can be used to determine the mobility is by
R intentioml dopihg. As discussed in section 2.2.5, impurities may have gignificant

eﬂ'ect.s on altering the defect concentrations. By choosing the correct type and

. amount of dopant, one may thén fix mé-charge-cmrier concentration and

determine the mobility through the conductivity messurement.

FE———
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2.4 Seebeck Coefficient

Another property which can be utilized to obtain information about the free
charge-carrier concentration in a semiconductor is the themoelectric power, also
known as the Seebeck coefficient. The theories of the Seebeck coefficient have
been discussed in several articles (2,4-7,13-18). When a N-type semiconductor is
subject to a temperature gradient (Figure 2.7(a)), more electrons are excited into
the conduction band at high temperature, but the hot electrons tend to diffuse to
the cold region. In order to balance the chemical potential gradient due to the
temperature difference and the charge concentration gradient, an electrical-field
gradient in the opposite direction is created, As a consequence, when the system -
reaches cteady state, the majority carrier (electron) accumulates at the cold end,
and a potential defference is set up. Thus when electrons are the madoriiy
carrier, the cold end is negative with respect to the hot end. If holes are the
mgjority carriers, the sign of the voltage is opposite.

The Seebeck coofficient Q. Videg, is defined as | |

Q = dVAT N Y

- when measured under conditions such that no electrical Quﬂ‘éﬁi flows through the

specimen. If Q is taken as o .
CQEAVEVI(TyT (2.64)
Where V-V, and Ty,-T, are the emf and 'ten_\pemtuie diﬁe}ences between the hot

" and cold ends of the specimen, then the sign of the charge carrier corvesponds to
the sign of Q. | - : |

’l‘he reiatianship between the Seebeési coel‘ﬁcxent and the wnéa:{tmtiod of

: charge cam.er can Be denved from the tmnsport tqunuons of ihe electra:zwmm

densxty !t has b&en shuwn that. for a N-typa semxcon&ucwr

T A e g
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Figure 2.7: Seebeck effect of a semiconductor. '1"he majority carrier diffuses

to the cold end, giving a AV/AT.
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Qp = - (Ke)(In (Ne/n) + Ay ) (2.65)
and for a P-type semiconductor,

Qp = (We)-{In(Ny/p) + Ap) (2.66)
Where Q, and Qp are the Seebeck coefficients of the electrons and holes; N, and
Ny are the density of states of the conduction and valence bands; A, and Ap are
the heats of transport of electrons and holes; and k/e=86X 10'6 V/deg.

When electrons and electron holes both contribute to conduction, the Seebsck
voitage is

Q = (0nQqn+apQp) / (o + 0p) (2.67)
Thus in order to determine the charge-carrier concentration from the Seebeck
coefficient measurement, a knowledge of the effective density of states and the
transport-energy term A is required. It has been shown that these parameters
can be determined based on the conduction mechanism of the semiconductor. In a
broad spherical band conducﬁon, N, and Ny are related to the effective masses of
electron and hole through equations 2.53 and 2.55. Since A'kT represents the
kinetic energy of the charge carrier, a value of A=2 has been obtained with the
assumption that the mean free path is independent of encrgy. In a narrow band
conduction where all the avéilable states are within an energy interval of kT, the

dengity of states is equal to the number of equivalent available sites and is

expected to be of the order of 10%2 cm3, In this case, the kinetic energy of the

charge carrierAris much. smaller than kT and A«0 is obtained. In polaron
conduction, similee snalysis a.ndlresults as the narrow band conduction have been
obtained. |

The Seebeck coefﬁciehi" measurement has been p:;oved to be an excellent

technique in determiémation\ of the sign of the charge-carrier present in a

semiconductor. However, ‘because of its logarithmic relation to the carrier ;
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concentration this technique is rather insensitive to actually determine the
carrier concentration. Especially, it is not easy to examine the oxygen pressure
dependence of the carrier concentration through the Seebeck coefficient
measurement. In Figure 2.7, the oxygen partial pressure dependence of the
Seebeck coefficient is plotted in regard to the different defect structures discussed
earlier. An important, feature is noticed in Figure 2.7(b). There is a dramatic
change in both the value and the sign .of the Seebeck coefﬁcignt when a transition
from P-type to N-type occurs. This fact suggest that the Seebeck coefficient
measurement may be superior than the conductivity measurement in dealing with

a more complicated defect structure.

2.5 Parabolic Scale Growth

The parabolic scale growth during high temperature oxidation of metals is
one of the many properties of crystalline solids that are closely related to their
defect structures. In this section the theory of the parabolic scale growth and its
relationship to the defect structure of the oxide are discussed. In general, the
process of the scale growth can be explained by solid state diffusion theory. Since
the diffusion distance increases as the scale grows in thickness, the rate of
reaction will decrease with time. When the diffusion process is governed solely by
the volume diffusion of the constituent atoms of the scale, the raie of growth of
the scale thickness, x, is inversely proportional to the oxide thickness:

dx/dt = K,+(1/x) (2.68)

In the integrated form, Equation 2,68 becomes
x? = 2Kt + C, = K; ¢ + Cp | (2.69)
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where C, and C; are integration constants. Thus the oxide thfckness grows
parabolically with reaction time, the oxidation is termed parabolic and K,
(cm%/sec) is the paré,bolic rate constant. |

The theory of the parabolic oxidation was initially developed by Wagner
(20,21), and has recently been extended by several investigators (22-24).
Basically, in the case of forming an electronically conducting oxide Me, Oy, the
rate constant can be expressed as ;

Pob®
K, =12 l{o&‘ (Do + (z¢lza))'Dye ) dinPQy 210)

where Po&"’ and Po&i) are the oxygen partial pressures at the oxide/gas and
metal/oxide interfaces, respectively; z, and z, are the absolute valences of cations
and anions; and Dg and Dy, are the self-diffusion coefficients of oxygen and
metal atoms in the oxide. Based on this equation, the parabolic rate constant is
then obtained by the integration of the self-diffusion coefficients over the scale.
Since the self-diffusion coefficients are directly related to the defect concentrations
in the oxide, the rate constant is in turn dependent upon the defect structure of
the oxide. When Dy, >> Dg, Equation 2.70 reduces to

o

P
K, = 1/2 (zfa) [ ORM, dinPQ, (2.1)
Po}

It is of interest to examine the oxygen partial pressure dependence of K, in
regarding to the different types of point defect structures discussed in early
sections,

In the case of a P-type oxide (Me;03), the self-diffusion coefficient of Me is

related to the diffusion coefficient of metal vacancies Dyy;- by
" Dy = DyygVigs™l | (2.72)
Since | |
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Va1 = [Vpe T - Pop Y16 (2.73)
where [Vyyo1° is the vacancy concentration at Pgs = 1 atm., one obtains

Dy = DmgP02¥'® , Dy = Dy (Ve T’ (2.74)
Dyyg is then the self-diffusion coefficient of the metai at Pgs = 1 atm. Putting

Equation 2.74 into Equation 2.71 and performing the integration gives

K, = 4Dp3-((PosH¥18 - (Pofih¥18 ) (2.75)
When Pg$? >> Pqgbl), .
K, = 4Dy3(Poie)¥16 (2.76)

The parabolic rate constant is then dependent upon the external oxygen partial
pressure to the 3/16 power (Figure 2.9(c)).

In the case of N-type oxides, the self-diffusion coefficient Dy, is related to the
diffusion coefficient of metal interstials Dyje;-* by

Dye = DMei* * [Mej”] - (2.77)
Froﬁ

[Me; "] = [Me;"I° - Poy'¥/16 (2.78)
where [Me;"'] is the metal interstitial concentration at Pg, = 1 atm., then

Dye = Dyd - POz ¥1€ | Dy = Dpejr + (Mo 1° (2.79)

Dye is then the self-diffusion coefficient of the metal at Pgs = 1 atm.. Putting
Equation 2.79 into Equation 2.71, and performing the integration, gives

Kp = 4Dy2 - ((Pos™¥18 - (poioy¥16) (2.80)
When Pgi? >> Pl
Ky = 4Dy - (Posy¥I® = 4Dy (2.81)

where Dyl is the self-diffusion coefficient of Me in Me,0; in equilibrium with Me,

~ ie, at ay, = 1. Thus the rate constant is independent of the external oxygen

partial pressure. (Figure 2.9(a))

-
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In the case of a complex defect structure, it has been shown (21-22) that the
self-diffusion coefficient of the metal in oxide can be expressed by
Dy = ] Dyer - [defect] (2.82)
When the cationic defects are fully ionized,
Dyme = Dy - [Vma™1 + DMgie - [Me '] (2.83)
Assuming that Dy = DMe; -+ then the parabolic rate constant will be

= 4Dy - {((P ?))3’16-(P in3/16
= e (((Po 0y (B dya1 )} ' (2.84)

This equation is illustrated in Figure 2.9(b).




Chapter 3
LITERATURE REVIEW

The purpose of this chapter is to survey the literature which has a bearing on
the present study. This chapter is organized into six sections, each section
reviews different defect dependent properties of CryO3. Section 1 reviews the
thermodynamics of the chromium-oxyg;m system, the crystal' structure of CryOg
and the extent of its nonstoichiometry. Section 2 presents the reported
self-diffusion coefficients of chromium and oxygen in Cry03. The sintering of
Cr,03 is discussed in section 3. In section 4 the high temperature oxidation of
chromium is reviewed, while a comparison of different proposed oxidation
mechanisms are also discussed. Section 5 reviews the electrical conduction
behavior of CryOg3. The reported electricél conductivities and Seebeck coefficients
are also discussed in this section. Finaily, a summary based on the available

information is given is section 6.
3.1 Some General Aspects of Crp0Og

3.1.1 Thermodynamics of the Chromium-Oxygen System

Chromium sesquioxide (Cry03) is the only solid chromium oxide that is
thermodynamically stable at high temperatures. At low temperatures
(<400-500°C) various oxygen-rich phases, e.g., CrQ, , CrQj exist. Although
these solid oxides are not important in the high temperature oxidation of
chromiumn, volatile chromium oxide species may ’be important (25-28). It is

generally égreed that CrQy is the important species to be considered. In an
oxidizing stmosph_gr,e it evéporates from Cry04 based on the reaction
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1/2Cry05(g) + 3/404(g) = CrO4(g) ' (3.1)
Accordingly, the evaporation rate is proportional to P023/4. ’_I‘hus at high
temperatures CrO4 evaporation becomes important at high partial pressures of

oxygen, i.e., at atmopheric or near-atmospheric oxygen pressure.

3.1.2 The Crystai Structure of Cr90g

Cry04 possesses the corundum structure, and can be in this respect grouped
with oxides such as aAlyOg3, FegOj, TiyOg, etc. As shown in Figure 3.1(a) this
structure can be considered to consist of hexagonally close-packed oxygen ions
where trivalent Cr-stoms occupy two-thirds of the octahedral sites. In Figure
3.1(b), the {210] projection of this structure illustrates the relative positions of
the atoms (29).

The extent of nonstoichibmetry in Cry03 was first studied by Cojocaru (30) in
1968 who reported a value of excess axygen to a fraction of 0.06 per CryO4 |
molecule. However questions have been raised with regard to the purity of the
sample and the thermodynamic stability of the experiment. Recently Geskovich
(31) measured the nonstoichiometry by a tensivolumetric methed in the high P,
range of o 10! to 10% Pa at 1100°C, and reported a chromium vacancy
concentration of = 9X10°® molimol CryOy in air for CraO3 with 99.999% purity.

Apparently, the extent of the nonstoichiometry in CryOj is very small.
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32  Self-Diffusion in Crz0g

The early tracer diffusion studies of Cr and O in CryO5; have been

summarized by Kofstad (32). Lindner and Akerstrom (33) and Hagel and Seybolt

(34) measured®'Cr diffusion in sintered polycrystalline material at temperatures
between 1000° and 1500°C. By using the Nernst-Einstein relation, Hagel and
Seybolt (34) were able to calculate the éation transference ngmher top3+ of values
in the range of 102 to 10, From these results, it was concluded that CryC4
behaves almost like a pure electronic conductor. .

Walters and Grace (35) measured the diffusion of Cr in single crystal of
Cry0, at 1300°C in Hy+Hy0 gas mixtures within a narrow oxygen partial
pressure range of 1X 10" t0 5% 10°!! Pa, and interpreted their results based on a
Cr-vacancy defect model. Hagel (36) later measured 180 diffusion in Cr303 and
conclu'ded that oxygen diffusion is about three orders of magnitudes slower than
chromium diffusion. Kofstad and Lillernd (37) have analyzed all diffusion data in
relation to the oxidation of chromium, and suggested that the self-diffusion occurs
by an interstitial mechanism. Considering these results (37) the tonic point
defects on the Cr sublattice are Cr mterst.mals formed by the reaction

Cra03 = 2Cri" + 6" + 3/204(g) : . (.2

‘Based on this model, Cr;05 may behave as a n-type semxconducwr with

(Cri" ] = U3le) = 3¥4 . Ky - Pog¥16 S .; (3.9
and D¢, = £ Doy [Cri™'), where £ is the correlation factor, anfi {}( vy i s the *
diffusion coefficient of Cr{". One would then expect t.hat. t.he dxituwny of Crata

given tamperature will be proportional to Py, Y8,
Recently Hoshino and Peterson (38) have measured the self-diﬁusnon of 3Gy
~ in single crystals of Cr20; a5 a function of oxygum pamnl pressure at- 1490‘ and
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1570°C. They found that the values of the self-diffusion coefficients are about
10* times smaller than those early reported. Also, at 1570°C their data show a
relationship of D a Py¥18 over the Pg, range from 10 to 10® atm. A vacancy
mechanism expressed by the reaction

3/204(g) = 2V, + 6h° + 30§ (3.4)
is utilized in their interpretation.

In Atkinson and Taylor’s study (39), similar measurements were performed.
Their data at temperatures of 1100 and 1300°C also show much smaller values
compared with those of earlier studies. However they found that the dependence

_of D¢y on P, is consistent with diffusion by vacancies at high Pgg and by

~ interstitials as low Pgg. At 1100°C, a transition from P-type behavior at high
Po2 to N-type at low Py was observed at an oxygen partial pressure of 1_0’10
atm.. |

By combining the data from the chemical diffusion ceefficients and the
measurement of the nonsioichiometry, Greskovich (31) was able to estimate the
self-diffusion of Cr in CrgO3. A value of Dg, = 0.8X10°'7 con® /sec at 1100°C
and 10? atm, P2 was reported which is similar to Atkinson and Taylor's
measurements. Their data on the deviation from the nonstoichiometry also show
a vacancy mechanism in the high Py, region at 1100°C. -

In Figure 3.2, a compilation of the reposted diffusion coefficients of Cr and O
in Cry0y are plotted in Arrhenius form. Itis quite clear that the values of recent
measurements are much lower than those of early studies. Two majur:rea_sons -
can be accounted for this discrepancy. First, the impurity contents in earl);

_ studies were inuch higher which may hav- greaﬂy_affectéd the déi’ect |
| concentrations. Second, short circuit diffusion, such as, grain bﬁun_dariés and

dislocations, could contribute to a great extent to the total diffusion process. o
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33  Sintering of Crg0g

Sintering of Cry03 at atmospheric or near-atmospheric pressure of oxygen
vields fine grained, highly porous structures with poor densification (40-45).
However, when the partial pressure of oxygeﬁ is reduced, sintering rates are
markedly increased (Figure 3.3). Ownby and Jungquist (40) studied the final
sintering of CrgO5 at 1600°C. After a sintering time of 1 hr, the theoretical
density only reached 63% at 10° Pa. Oy while essentially 100% density was
reached at partial pressures of oxygén close to the decomposition pressure of
Cry03. A particularly rapid increase in densification took place when oxygen
pressures close to the decomposition pressure were approached.

Halloran and Anderson (42) and Neve and Coble studied the tnitial sintering
mechanism of CryO3 by a volume diffusion model, and concluded that the rate of
sintering is determined by the migration of the oxygen atoms. In recent studies of
Su et al. (45), it was found that both volume diffusion and grain boundary
diffusion are important. All these results indicated that oxygen vancancies
formed by |

0§ = Vg + 2" + 1/20, : (3.5)
are involved. Since diffusion-controlled sintering is governed by the transport of
the slower diffusion species (46), i.e., the oxygen atoms, it is tentatively agreed
that oxygen vacancies constitute the oxygen point defects, and that these are the

minority defects in CrgQOg, at least at partial pressures of oxygen near the

decomposition pressure of Cry0j.
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The high temperature oxidation of chromium has been investigated very
extensively (47-59) at temperatures up to 1400°C. The kinetics of the growth of
Cry0j3 scale above 700°C are generally interpreted as parabolic. Reported values
of corresponding parabolic rate constants have resently been summarized by
Hindom and Whittle (52). As shown in Figure 3.4, it is very striking to find that
the K; values vax:y by more than four orders of magnitudes in the temperature
range 1000 - 1200°C. Several factors may have contributed to the inconsistency
of the various déterminations.

The defects arising from sample preparation and exposure techniques during
oxidation experiment have been discussed by Caplan et al. (53), and Lillernd and
Kofstad (47). Although remarkable differences in oxidation behavior were
attributed to a strong dependence on scale morphology (grain size, orientation,
etc.) and on the surface preparation techniques ( mechanical abrasion,
eletropolishing, etching, ete.), no direct correlation was established, As a general
feature, a fine-grained scaie grew considerably faster than that composed of a
few, large, well-oriented crystallites, Caplan and Sproule (54) in turn deduced
that the monocrystalline oxide grows by cation lattice diffusion. Nonuniform
growth in the form of nodules, blisters and multilayered ballons take place by a
two-way transport : metal ion (lattice) diffusion outward and oxygen ioa diffusion
inward along grain boundaries.

The formation of volatile oxide species during the course of reaction is also an

important factor. Whereas the oxidative vaporization of Cry03 at reduced Py is

nogligible, it becomes significant at high oxygen pressures for temperatures >
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! : 1000°C. Since in thermogravimetric studies of chromium oxidation one measures
i the net weight differerice between oxygen uptake and oxide evaporatioﬁ,
: corrections of the kinetic data for the evaporation losses are necessary. The
discrepancy in different studies can be attributed to the ignorance of or the
inaccuracy of this correction.
‘ ' - It has been suggested that differences in the impurity levels of the chromium
T metal used in different studies may also be responsible. Small alloy additions to
chromium may significantly affect the oxidation mechanism by modifying the
1% point defect concentrations in CryO3. Hagel (55) found that Li-doped chromium
] and Cr-0.5wt.% Fe had smaller rate constants compared to unalloyed .chromium.
| Trivalent alloying additions (0.9 and 4.7% Al) to chromium did not significantly
X affect the oxidation rate. McPherson and Fontana (56) found that Ti alloying
additions increase the oxidation rate. However, in order to interpret the impurity
effect, a complete knowledge of the point defect structure of Cry0j is necessary.
According to the Wagner’s theory, the parabolic growth rate constant for

scales with predominant cation transport (Cr) ean be related to the cation (Cr)

diffusion coefficient by
: POLO)
: o |  Dc d(ln Pgg)
“ % pofd o O (3.6)
[ where P$? and PQQ) are the oxygen partial pressure in the ambient gas and at

the scale-metal interface, respectivity. Depending upon the type of the defect
structure of Cra0Og, Do, may have different oxygen pressure dependence.

] ' Accordingly.ﬁ the rate constant Kv may vary with oxygen partial pressure in a
~ different manner, | |

Hagel (55) measured the oxidation of chromium at 750° and 1100°C at

oxygen pressures ranging from 10% to 1 Pa O,. He observed either a slight or
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increase in the Ky with increasing PQg,and estimated the lowest limit of n in the
relationship Ky a Pozv“ to be about 40. »

Kassner, Walters and Grace (58) studied the reaction rate at 700° to 990°C
in Hy/H,O mixtures with partial pressures close to those of the decompostion
pressure of CryO3. The parabolic rate constant increased with increasing partial
pressure of oxygen, and they interpreted the oxygen pressure dependence as

K, a Pg,¥16 ' 3.7)
This relatibnship is expected if Cr vacancies (Equation 3.4) predominate in the
scale. On the other hand, in a recent study by Hindom and Whittle (59), the
growth rate of CryO3 on pure Cr, Ni-25 and 50%Cr and Co-25% Cr were
measured at 1000°C in flowing CO/CO, mixtures of PQg in the range 8.4X 1018
to 8.3%10? atm.. The parabolic growth constant was found to be virtually
independent of oxygen potential for both Cr and the alloys. They interpreted
their results in terms of the Cr interstitial model (Equation 3.2), and concluded

K, & D2 (Posy¥'® = Dl (3.8)
where D¢{ is the self-diffusion coefficient of Cr in Cry0; in equilibrium with
oxygen at unit activity, Po&i) is the oxygen pressure at the scale-metal interface,
and Dcl is the self-diffusion coefficient of Cr in Cry0j in equilibrium with Cr (i.e.,
atag, = 1),

-85  Electrical Conductivity and Seebeck Coefficient

The electrical cénductivity of Cth;; ‘has been studied by a number of

investigators (60,73). Crawford and Vest (61) maé.e their measurement on single

- crystals while the other investigators used sintered and hot-pressed specimens. In

Figure 3.5, the _eleetricalr conductivities measured in air and at 1 atmosphere of
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! : P, and are plotted in Arrhenius form. The behavior may be divided into two

; main regions, (1) a high temperature region above 1000° to 1200°C with an
activation energy of 1.6 to 1.8 ev (155 to 175KdJ/mole), and (2) a low temperature -
region with an appreciably smaller activation energy. The results for the low
temperature region show much larger discrepancies than that of the high
temper;ature region.

Hicks et al. (65) and Memdoweroft and Hicks (66) have measured the

electrical éonductivity as a function of both oxygen partial pressure and

{ temperature. Their results are shown in Figure 3.6. At high temperatures the

L electrical conductivity is independent of the oxygen partial pressure. At low

f temperatures the electrical conductivity decreases as the oxygen partial pressure

is decreased.

It is generally concluded that the high temperature regions reflect the
intrinsic electronic equilibrium in the oxide, and the conduction process can be
expreased as

Null=e¢ + k' (3.9)
and n = p = nj where n; = intrinsic electron concentration one obtain

Ki = n;2 | (3.10)

L}

According to the broad band theory, the temperature dependence of the
electrical conductivity will come mainly from the concentration of electrons and
electron holes. Thus the activation energy of the electrical conductivity will be
expected to be one-half of the value of the band-gap. As a rough estimation, an

~energy gap of Eg = 3.4 ev is obtained. Accordingly one may estimate the |

intrinsic electron veoncenu'-ation from the equation -
K; = ;% = Np - Ny - exp (Eg/kT) o @
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where N; and Ny are the effective densities of states in the conduction é.nd
valence bands, and k is Boltzman constant. If one assumes N, = Ny and is equal
to twice of the total number of cation sites ( = 4X *1022cm'3), (the two comes from
the degeneracy of the electronic spin state ) then at T = 1500°C,

n; = (2X4X10%%)2exp(-3.4/86X 106x1673) = 1.37x10% (3.12)
and the maximum intrinsic electron concentration will then be equal to
10*%cm™, However, a much larger value of the electron hole concentration p =
2%102%m3 has been reported by Hay et al. (65) from thermoelectric power
measurements. Apparently, more investigation is required in order to clarify this
conflict.

The thermoelectric power (Q) of Crs03 measured by Hay et al. (65) is shown
in Figure 3.7. While the results show positive values at all temperatures and
PO2’s, the Q values decrease more rapidly in the high temperature region than in
the low temperature region. At high temperatures unusual behavior is observed
when the Poo dependence is considered. As PQg is decreased Q decreases but only
to a certain point. At low temperatures as P(y, is decreased, Q first increases and
then decreases. Although it is difficult to interpret the low temperature behavior,
the positive values of the thermoelectric power indicate that CroO3 may behave

as a P-type somicondector. The conduction mechanism may be expressed by

_consideration of Equation 3.4, i.e.,

3/204(g) = 2V¢,” + 6h' + 30§ | (3.13)

Kvee = [Vei1? - 01® - Pos¥2 | (.14)

In the high temmperature region where intrinsic behavior is expected, the positive

Q's indicate that electron holes may have a higher mobility than electrons.

7, When the low temperature region is considered, several reasons have been
suggested for the transition of the electronic behavior. Hagel and Seybolt (34)
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suggested thatl the defect structure may be "frozen in" and that the associated
activation energy represents that of the hole motion. '

Recently, Young et al. (68) measured the Seebeck coefficients on sintered
compacts of CryO3. When the compacts were sintered under a very low oxygen
partial pressure (2X 1012 atm) at high temperature (1920°K) and quenched to
room temperature, a n-type behavior was observed. These results suggest that Cr .
interstitials may be the predominant points defects in CryO3 at low oxygen
partial pressures.

It has aiso been pointed out by other investigators (61,65) that at low
temperatures complete ionic equilibrium was difficult to achieved. As stated by
Hay et al. (65), considerable equilibrium time was necessary even at high
temperatures {( > 16 hours for 4 mm thick specimens at 1570°K ). This
interpretation appears to be consistent with the low diffusion coefficient of Cr in
Crg03.

Fischer and Lorenz (69,70), on the cther hand, concluded that the observed
behavior is extrinsic and controlled by impurities in the low temperature region,

i.e., that low-valent cation impurities predominate and that
(MEcil = p | @

This intarpretaﬁqn‘ explains very nicely the large discrepancies in the
electrical conductivity at low temperatures reported by different studies.

There may be another reason which has not been discussed in the literature.
Since the activation energies of Ki and Kygi- are apparently different, as

_ temperature is decreased a change of the defect structure from intrinsic to p-typé ‘

behavior way also lead to a change of the activation energy.
“The effects of dopants on the electrical conduction behavior of Cr,03 have

~ also been stuied. Doping with acceptors shek as Mg (69), Ni, Cu (70), or Li

TN N SBW S AT Tt A 7 g -




3 . . .
] TR A L e R TS e o e

(71,72) was found to increase the electron hole conductivity, and the material
becomes p-type under all‘ conditions, When the acceptor is homogeneously
dissolved, the electron hole concentration is determined by (h'] = [Mf;], and the
electrical conductivity is independent of Pg;. When a second phase is present,

e.g., for'Cu” as the dopant with an excess of Cu,0.

Cug0 + Oy = 2Cugy” + 4h’ + 30 (3.16)
KCuz0 = [Cuc - 14 - Po,t | (31T
[h'] = 2{Cuc;1 = KCua0Y® - PooY® o (3.18)

the electrical conductivity increases with Pgy. Doping with donors such as W |
(62), Ti (69), Nb, or V (70), on the other hand, displays different effects on the
PQg2 behavior, the material behaves as n-type after annealing in argon ( « low
PQg ), but changes to p-type after annealing in air. Based on their studies of the
thermoelectric power, Fischer and Lorentz (63) conciuded that this behavior is
due to the variation of the solubility of the dopan®, The n-type conductivity is
independent of PGz below a certain Pga where [donor] < aolubiiity limit but
decreases with increasing Pgq when the solubility and therefore the electron
concentration decreases causing ultimately the change to p-type. The solubility

decrease can be explained by the reaction, 'i.e.; for Ti** as the dopant.

2Ti0y = 2Tig, + 20° + 30§ + 1/20, S . (8.19)
. v 12 fefe vz |

Krios = (Tig)® : (€1 - POg (8.20)

(67 = (Tig,) = i;';«;og”‘opog'”“ o B2y

| Howaver, recently Krdge_r {60) has pointed out@hat similar effects may also occur

as a result of a change in stoichivmetry even when he solid solution remasins

unsaturated, It appaérs that nore thorough investigations are nwle&. |
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3.6 Swnmary

.Although large discrepancies liave been shown in the literature with regard
to the point defect structure of CryO3 , a few major conclusions may still be
drawn :

(1) The point defect structure of Cry03 appears to be very complicated, and
can not be represented by a simple defect model.

(2) Chromium point defects are the major ionic point defects in CryO3 while
oxygen point defects are the minority.

&) There are indications that the predominant defects in the high Poge
region and the low PQg region are not the same. At high Poz’é ciromium
vacancies are probably predominant. At low PQo's, near the
decompasition pressure of CryOj, Cr interstitials may become
predominant,

(4) Cry03 is an intrinsic electronic conductor at high temperatures
(T> ;260’0) ana at l_xigh Poo's. The p-type behavior measured by
Seebeck coefficients suggests a higher mobility for electron holes than for

electrons, -

) . At low wmperaiures.;.t@e lafgvis descrepancies of the electrical conductivity

may bt cau_&ed by the hreéenoe of unavoidable impurities, the “frozen in"
 defects, or simply a change of defect structure. ' '

,; 6) Both impurity effects éndgmiﬁ boundary diffusion may play important

roles in the high temperature oxidation of chromium,




Chapter 4
EXPERIMENTAL PROCEDURE

This chapter describes the general experimental procedure of this research
work., Sample preparation and characterization are first discussed. Descriptions
.of the experimental apparatus anz procedures of the electrical conductivity and

Seebeck coefficient measurements are then presented.

41 Sample Preparation

TiOy-doped Cry03, MgO-doped CrgO3 and high purity CryO3 pellets were
prepared by conventional powder methods. TiO; and MgO powder were
purchased from Alfa Products while high purity CryO5 powder was supplied by
Johnson Matthey Inc.. Table 1 lists the purity of these raw materials.

Table 1: The listed purity of the raw material used in this study

. Purity Major Impurity
Cry04 99.999% Ag, Al, Ca, Cu, Fe,
Mg and Si < 1 ppm
TiO 99.98 %
! 99,999%

In preparation of the TiO, and MgO doped CryO3 pellets, the CryO; powder
was first mixed with the dopant powder in a certain ratio (0.1 to 0.5 mole %),
The mixed powder was then put into a plastic bottle, and mixed on a mechanical
shaker for 5 minutes. For the pure CrgO3 pellets this step was wot necessary.

After mixing the powder was ground in a diamonite mortar and pestie for two
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hours in order to achieve better homogeneity. The ground powder was then
uniaxially pressed at 3.45X 108 N'm? (50,000 psi) into pellets of 5.1 mm. in
diameter snd 5.7 mm. in height without using any binder. The green density of

these compacts was about 55% of the theoretical density.

4,1.1 Sintering

Sintering of the compacts was carried out at 1600°C in a horizontz?.l Al;04
tube furnace which was molybdenum-wire wound and hydrogen protected. The
final density of the sintered samples is strongly dependent upon the oxygen
atmosphere (Fig. 4.1). ‘DensAe samples were obtained from low Py sintering while
porous samples were obtained at high PQg’g After sintering, all the specimens
were subsequently homogenized in air at 1300°C for three days.

4.1.2 Atmosphere Control

The oxygen potential was controlled by using Og/Ar and CO/COy gas
mixtures. Oo/Ar were used for high PQyg, and CO/CO5 were utilized for low

- POzs The principle and procedure of using the CO/CO; gas mixture for

- controlling the POy have been discussed extensively in the literature (74,76).

Basicslly, this is achieved by considering the reaction: o _
U COu@ + 1/204(g) = 2COG @
From the equilibrium constant '

K, = Pco(PcozPo2"® “n

‘one cbtains & relationship between the oxygen partial prussure._(P(jg) and the
 ratio of Pz and Pro In Figure 4.2, this relationship is illustrated by plotting
- the oxygen pressure as a function of temperature and Ppg/PCQ ratios at a total
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'Figure 4.1: The final density of sintered samples of CrgO3 as a function of

the oxygen partial pressuve
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pressure of 1 atm.. Practically the PCQs/PCQ ratios were controlled by fixing the
relative amount of the CO, CO, gases through flow meters. In order to avoid
thermal diffusion effects due to the different weights of these two gases, Darken
and Gurry (75) have pointed out that a total flow rate of 0.9 cm/sec has to be
maintained.

There are two restrictions in the utilization of the CO/COg mixture method.
The first restriction comes from the possible occurence of carbon precipitation
which is depicted as the shaded area in Figure 4.2. As a result, there is a limit to
the lowest Py that may be attained by this gas mixture. The second restriction
related to the flowmeters. It is virtually impossible to control very slow flow rates
(< 0.005 cc/sec) by currently available flowmeters. In turn, it is very difficult to
control a gas ratio below 1/500. This restriction further limits the range of the
oxygen partial pressures available by this method.,

Since the purity of commericial gases is generally much less than needed in
the iaboratory, all the gases used had to be cleaned before flowing into the
reaction tube. The cleaning systems for the different gases are illustrated in

Fig.4.3.
42  Sample Characterizatioin

The sample charéctéﬁzaﬁon techniques utilized are X-ray Diffraction,
‘Scanning Eleciron Microscope (SEM) and Chemical Analysis by Plasma Emission
Spect.roineter and Atomic Absorption Spectrophotometer.

The solubility of the dopants (TiOs and Mg0) in Cry0, were examined by an
automated X-ray diffractometer (Pinhps APD 3600/01) with CuKy radiation at a
step incrament of 0.02°28 and cpunting time of 1 sec.. The phase idanﬁﬁcaﬁon |
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Figure 4.2:
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Okygen pressures (atm) as a function of temperature and
CO9/CO ratios at a total pressure of 1 atm. (Ref. 75) ‘
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was done in a routine manner using the JCPDS (Joint Committee on Powder
Diffraction Standards) card. The calculations of the lattice parameters were
performed by the APPLEMAN program in a VAX computer.

The microstructures of the sintered specimens were examined using an
International Scientific M-7 Scanning Electron Microscope operated at 40KV. The
SEM was also used for the identification of the second phase.

The dopant contents were examined by spectrometers. While TiO5 contents
were examined by SMI Spectraspan III Plasma Emission Spectrometer using
National Bureau of Standard’s No. 77a as standard, the MgO contents were
checked by Perkin-Elmer model 703 Atomic Absorption Spectrophotometer using
NBS No. T-1 as standard. The solutions were prepared by the following
procedure: (1) samples were first ground into powder of < 100 mesh in size; (2)
20 mg of the ground powder was mixed with 180 mg of SiOy (3) this was then
mixed with 1 gm of Lithium Metaborate (used as a fluxer); (4) The mixture was
fused in a carbon crucible at 1000°C for 10 minutes; and, (5) then poured into
40% HNO3 and magnetically stirred for 30 minutes.

43

The apparatus of the electrical conductivity and Seebeck Coefficient

measurements is shown in Figure 4.4. It consist of an all alumina sample holder

and two pieces of platinum foil electrodes to which Pt-Pt10%Rh thermocouples
were attached. The sample was mechanically held between the electrodes with an

© AljOpush rod. -

In the electrical conductivity measurement AC resistances were measured

 with a GenRad 1658 RLC Digibridge at 100 and and 1K Hz by the four wire
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method. The Pt-10%Rh leads of the electrodes served as current probes and the
Pt leads as voltage probes. An IEM personal computer capable of communicating
with the Digibridge through an I-EEE 488 bus was used for data collection.
During experiments the sample’s resistance was monitored as a function of time.
The kinetic data were used to determine the equilibrium time needed for the
sample to react with the atmosphere employed. A computer program written for
this purpose is presented in Appendix 1. Occasionally, DC resistances were also
measured for comparison, no apparent difference has been observed.

Seebeck coéfﬁcient experiments were performed on the same sample after the
electrical conductivity measurements. Temperature gradients were achieved by

shifting the sample’s position slightly away from the hot zone while the furnace

~ temperature was controlled to maintain the sample at the same average

- temperature. The Pt-Pt10%Rh thermocouples were used to measure the

temperature while the Pt leads were used for the Seebeck voltage by taking the
lower temperature end as positive. A block diagram of the equipment utilized in
Seebeck covfficient measurement is shown in Figure 4.5.. The Nanovoltmeter
(Keithley model 181) was used to measure both temperatures and Seebeck

-voltages, and the Sezmnar (Kexi:hley model 705) served as a switching device
‘between the - nanovultmeter and dxiferent voitage inputs, i.e., the two

t@mperatnrea and the. Seebeck voltage The I-EEE 438 bus was still used for

';commumcation amang these mstmments and the IBM Personal Computer The
B campuwr program for'thw experim%nt ;s preselzted in Appendxx 2. The Seebeck
o coeﬁicwm» Q was tietemined fmm the slope of the lmear dependence ofAV = f{A
A 1. As illustrated in anure 4.6, exght tempemwe gradmms were measured in

'_ the expemnénts for. the calculauon of Q
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Both electrical conductivities and Sesbeck coefficients were measured as

functions of temperature and PQg , where the Pg, ’s were still controlled by Oy/Ar
? and CO/CO, gas mixtures.

i




Chapter &

- ELECTRICAL CONDUCTIVITY AND SEEBECK
COEFFICIENT OF TIO2-DOPED CR303

- In this study the electrical condﬁcf.ivities and Seebsck coefficients of
TiOo-doped Cry(}; were measured as a function of Po,, temperature and dopant
content. As a general featﬁre, the results indicate that doping with higher valent
cations (Ti} mta CrqOg will increase the electron conductivity. A very special
behavior'. charat.tenzed by a conductivity minimum in the conductivity vs PQg
diagram was chzerved for all specimens. Based on these results, the major point
defects of CrpQ3 in the high Pog region were determined. In this chapter, the
results, analyses and discussions are presented in detail.

5.1 Results

5..1 Experimental Equilibrium Time

It is of much interest to determine the time needed for a Crq04 specimen to
equilibrate with the aﬁvimaﬁwtal atﬁag:};a:{; Jduring experiments, Based on
some preliminary studies, the suthor foundd that it is very diﬁicult. for a denge
sampie & reach ethbﬂm %;a éﬁﬁiﬁbﬁm time of dnjs. even ifeeks-. may be
needed. In order to obtain appropriate information within a reasonable
experimental time s;;an; it waséwded to use _both porous And dense speciaens.
Porous samples, whish {“35.23& eqiiilibmte to chaneiné oxygen atmospheres more
rapidly, were usid ‘w»dﬁ’te:‘uﬁne Pp2 dependence behavior while dense samples

~ were usad ia determine the true electrical condustivity for comparison, which in
. -turn were also utilized to calculate the mobility of electronic carriers. Figure 3.1

[E S OSE VPVR KSR
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shows 2 typical kinetic diagram of the resistance measurement on an 0.5 mole%

TiCig-doped CryO3 porous sample, It is seen that at 1100°C an equilibrium time

~ of 8 hours was required. Throughout this study, conductivities were calculated

| from measursd resistance by ¢ = LJA‘R, where L is the sampie length and A =

ar?, r is the radius of the sample. Also o will be used for the notation of the true

conductivity, and oggf for sordactivity measured from porous samples.

5.1.2 Electrical Conductivity

The experimental results of the electrical conductivity are plotted in Figureé
5.2 to 5.5 as a function of oxygen partial pressure and TiO, content, ranging
from C.! to 0.5 mole%, at temperaiures from 1000° to 1300°C. Several
interesting characteristics of these curves are described in the following.
(1) Oxygen partial pressure dependence
1 A conductivity minimurm appears at an oxygen partial pressure
Poi. |
2. At P, > Ppd, the conductivity varies as Pgd/*, where x is about
4, ;.vhich indicates a typical p-type semiconductor behavior.
,7 3. At Pgy < Pg3, the conductivity varies as Pod/, where x is about
| -4, which indicatos a N-type semiconducior behavior.
4, At even lower Pgya, the slope of the conducti'vity curve becomes
- smaller a:id tends to reach zero after a certain P(js. Apparently,
when l-’"og 13 decreased below this inflection boint. the electrical
c_nadtxhtivi_ty is governed by the dopant coutent.. 'l‘hm iﬁﬂection‘ i
- point is deunoted as Pol.

) Composition depondence
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1. In the high P, region, the electrical conductivity does not vary
with the doped TiO4 content.

2. In the low Pggy region, the electrical conductivity appears to be |
proportional to the dopant content.

(3) Temperature dependence

The temperature dependence of the electrical conductivity is illustrated in

Figure 5.6. It appears that both the conductivity minimum (Pg3) and

the inflection point (Po%) shift to higher PQ, at higher temperatures.

5.1.3 Seebeck Coefficient

The corresponding Seebeck coefficients are shown in Figures 5.7 and 5.8, The
results are in excellent agreement with the electrical conductivity. At high PQg’s,
the Seebeck cosfficient Q is positive while it is negative at low Pgg’s. The
occurrence of the reversal in the sign of Q near Pp3 indicates a change of the
transpoﬁ. mechanism from P-type to N-type conductivity in that vicinity. Also,
constant negative values of Q's for Pgg < PQ$ implies a constant electron
concentration in that region. Furt'hermore, the Pgg at which Q = 0 shifts with

temperature somewhat like that for the conductivity minimum.(Figure 5.11)

5.2 Analyses and Dicussions

5.2.1 Point Defect Structure of Crg0g

| Although the point defect structure of CryOg has been shown to be very

complicated, it is generally concluded that the following defects may be the major

L4

defects present in the crystal : Vg™, Cri”", h' and e’. The defect equations

between the defects can then be written as




75

-axnyeaadural

jo uonouny © se £9%10 padop-Qi], JO ANARINPUOd [EILIIRTY :9-g aan31g
. ND
(ed) “d 907
S o g- o}~ S¥-
+— + { et} p ettt —— &~
| | | J | L L
l&.
: 8
+3-
e ——n
J3,000% - © 3,00%F - o 1
3,002% - O J2,00EF - X EGSU]-COTLXNE® o

(Wo-wya) ##30 907




{0

"0,00%1 78 £0%1)) padop-SQLL JO TUSIILFA0D IIGaRG :L°g am3ty
-]
(ed) 94 901
g 0 G- () £ [ &
" 1 . o0 1 a " " 4 o o 2 " 1 2 . o . i\ a
— —r o r
i
40003~
— —g = <+
— -]
© o0 T -
e o005~ -
- T |78 ] ;
1 €© |
<C {
- / w
e 3 o m
..locmm.n\ ;
1
XHG'0 — D %WE 0 -o 2,002 = 1 +0003%
XW2'0 - O %WF 0 - : X Egcup-corixmx T
- > R O snbe , - - e -

-




77

sanjeisdwuy)

Jo uonouny ' se £Q€iy padop-dQi]l, jo JUSIIYII0D {I3q33Z
c
(ed) Ud 907
g, . L . o
D (. A | v L 4 T

J,000% -
J,002y -

o

J,00F% -
J.00€Y -~

©

EQSua-COTLEWE "~

o

e A e ke e e 2




e

78

3/205(g) = 2V;" + 6h" + 308 ' (5.1)
Cro0y = 2Cr;" + 6¢” + 3/204(g) (5.2)
Null = ¢’ + b’ (5.3)
Crck = Vg + Cri” (5.4)

Equation 5.1 represents the formation of the defects of a P-t;ype, metal deficit
semiconductor; equation 5.2 represents the formation of the defects of a N-type
metal excess semiconductor; equation 5.3 represents the formation of the intrinsic
electronic defects; and, equation 5.4 represents the formation of Frenkel defects.

Applying the mass action law to the above reactions leads to the following

equations :
Kvei = Ve P+ 01 - Pop¥2 (5.5)
Ko = (Cri 1% - [e7% - P ¥2 (5.6)
Ki =lo"] (] : (5.7
Kp = [Vg:™1- [Cri ™) (6.8)

In additicn to equations 5.5 to 6.8, the electroneutrality equation gives

(h'] + 3(Cri"]1 = [e'] + 3(V(i") (6.9
In all these equations, the square brackets indicate the concentration of the defect
involved (in #/cm®). In order to obtain the defect structure of Cry03, all these K's
need to be obtained. |

5.2.2 Defect Structure of TiOg-Doped Crq0O3

When a higher valent cation (Ti) is incorporated in Cry0j, the substitution of
Tit* ion into the Cr* site will generate a positive charge. In order to maintain
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the electroneutrality condition, compensation by the creation of negative charged
defects are required. Both Vg™ and ¢’ are possible candidates, and the processes
may be represented by the following equations.

In the case of V™ :
3Ti0, = 3 Ti; + Vi + 603 (5.10)
KTicit = [ Tigil® * (Vi) (5.11)

 When the dopant concentration [Tic,] is much higher than the intrinsic defect
concentration, the Cr vacancy concentration is determined by

Vel = UITig] = 334 - Kyop U4 (6.12)
and is independent of tiie oxygen partial pressure.
In the case of o” :

2Ti0, = 2Tic; + 2" + 308 + 1/20, (5.13)

Kricig = (Tig; - ()% - PO, 2 (5.14)
when [Tic,] is much greater than the intrinsic defect concentrations, then [e’] is
controlled by { Tig, ] through |

fe'} = [Tig] = Kric:a * Pog'V® (5.15)
The appearance of the Ps V8 dependence indicates that the solubility of TiOj in
Cry04 may vary with the oxygen partial pressure. The solubility increases as
Pog decreases. When the dopant content is higher than the solubility, a second
phase TiO, appears (Equation 5.13). When both cases are considered, a new
electroneutrality condition lS applied. that is, ,

[Tic) + (h] = 3V + (6] | (5.16)

t

Theoretically, combining these equations with Equations 5.5 and 5.6, one
may solve for the four unknown defect concentrations in terms of the equilibrium

constants and the Pga. With a prior knowledge of these equilibrium constants
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the relationship between the concentrations of the different defects and P(y, can
be obtained. However, when these K’s are not available, this approach becomes
too complicated to follow. Thus it is reasonable to use an approximation method.
In this study the method developed by Kriger and Vink (6) is adopted. In this
method, these equations are solved in a piecewise linear fashion by sequentially
choosing conditions for which only one term on each side of the electroneutrality
equation need be considered. In other words, only the two defects with the
highest concentration in the chosen condition are considered. For example, under

heavily oxidizing conditions, the electroneutrality equation may be simplified to

(h] =3[V (5.17)
Combining this with Equation 5.5, one obtains

(h] = 3V~ = 3Y4 - Kyge-!® - Pp,¥t6 (5.18)
and from Equations 5.6 and 5.13,

le] = V4 K - Kyt - Py 316 (5.19)

(Tige] = 8¢+ Kricr ¥« Ky - Pog V16 (5.20)

The other defect regions can then be Jetermined with successively decreasing

- Pgg, which gives (Tig,] = 3[(V¢,"Tand (Tic,) s [¢'). A diogram depicting the
'P()g dependence of the defects over the different regions is presented in F,ig\_n'e

5.9. Also Table 2 gives the calculated results of the defect cdncentmtions in
different regions. It is noted that region IV represents the unsaturated region, A
region where the level of the dbpant content is below t.hevsolubility limit.

It is of interest at this point to compare the defect structure model with the

‘experimental results. When the variations of (h'} and [e’] to the Py's in Figure

~ 6.9, and that of the o in the results were examined, an excellent match was

found. This fact suggestslthnt the proposed modei miay represent the defect
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Tabls 2: Calculated defect concentrations as functions of different equilibrium

constants
Unsaturated Saturated
Region v o1
" Electroneutrality [Tig;] = [e] (Tige] = [e7]
Pyog range low low
Vel Kvei-Y?Pos* | Ki*Kricia¥*Kvci*Pog ¥
(] Ki(const.)’? KiKTicia V*Pos®
fe’] const. Kiciz" ‘Pos®
(Tig;] const. KTiciz/*Pos
Region ] i
Electroneutrality | [Tigyl = 3Vi™) | (b7 = 3(V;™)
‘Pogrange | intermediate { high
Ves ™1 3¥Kpien V4 3 %MKy Yopga¥ie
(] KyciY%P0,"* | 8¥*Kyce*Pos™'®
fe? KKy Yopg, ¥4 | 37K Kygy Y0Py 18
(Tigy) 3¥Krici 3¥Krici V*Kve/**Pos
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structure of TiOy-doped CryO3. Accordingly, with the experimental data and this
model one may construct the [defect] vs Pgg diagram, and obtain information

about the corresponding equilibrium constants.

5.2.3 Determination of the Intrinsic Electron Concentration nj

In the process of cdnstructing the [defect]-Pgy diagram, the conductivity
miszrimum, Oyjy , and the constant conductivity in region IV are two very useful
parameters.-, According 4t.o Becker and Frederikse’s analysis (76), the electrical
cogductivity, g, of a semiconductor containing both electrons and electron holes
can be expreséed by R |

ooy = b2 @+1yp+n-a¥ . (521

- where 6; = nijc(iin +up) is the intrinsic conductivity, i.e., conductivity under the

condition n=p= ni.~b. = (Nh/‘*b) is the ratio of the electron and electron hole

, Amabilitiés and ¢ = '(o'l',/cfn)- = (p/n‘b) is the ratio of the electron hele and electron

conductivities. Since op;in occurs at oy = Gp, i.e. a=1, one obtains

Omin/; = 26Y2(b+1) (5.22)

A special case of Opiy = 0 occurs when b = 1, i, Up = Mp

Equation 5.22 can also be written in arother form

Omin = 2¢b¥upn; o (B28)

In region 1V, the electrical conductivity is controlled by the amount of dopant,
i.e., [Tigy) and is exprossed as |
Odn = ekpng , whereny = [ Tig,] 7 (5.24)
Dividing Equation 5.23 by Equation 5.24 '

1/2
%min 2e'b™upny e W _
- B = 2.b ll‘.. ....3... (5.25)
Od,n @ln' N4 nd

Thus
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n = b2 (n4/2) - (Omin/od n) (5.26)
When b is known, the intrinsic electron concentration nj can be evaluated from
the amount of dopant, i.e. [Tic;] = nq, and the ratio (opin/04 ). Since K; =
niz, the equlibrium constant of the intrinsic ionization can also be calculated.
Assign a new parameter n;” as

ni" = (ng/2) * (Opmin/od,n) (5.27)
then '

n; = bU2~ni’
In the case of b = 1, nj = nj".

It has been suggested that in CrpC3 the electron holes may have a hlgher

mobxhty than the electrons ( ) Thusa situation of b<1lis expectad In this
study, an indication of b # L, i.e, U ¥ up can be found from the following
argument. By taking the devivative of Equation 5.3 with respect to 1/T, one
obtains -

3l0g0min dlog b dlogup = dlogni
= + +

= (5.29)
(T 2 31T HUT) a(uT
Assume b = lorb # f{T), one gets
31080, diogu aliogn"
— e (6.30)

(1T A1/T) (1T)
Plotting logom;in and logn;” vs. /T in Figure 6.10, a value of 0.57 eV is obtained
from Equation: §.30 for the activation energies of both the electrons and electron
holes. Apparently, this is not a reasonable value. Also it is far too large in
comparison with the reported value of 0.17 eV of the vctivation energy of electron
holes. It is therefore concluded ‘t.hat, the mobility ratio b must vary with

temperatures. In order to evaluate b, the electron and electron hole mobilities

nead to be determined individually. The electron mobility may be calculated from

(56.28)
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the electrical conductivity in the region IV from Equation 5.24. The electrical
conductivities have béen measured on dense sample of composition 0.2 mole % at
10" Pa of PQ, and the electron mobilities were calculated. Results are shown in
Figure 5.11. the mobility of electron holes have been obtained from studies of the
electrical conductivity on MgO-doped Cry03. A complete discussion is presented

in Chapter 6. In Table 3, the evaluated uy, Hp and b are listed. It is found that

Hp = Ky
' Table 3: Mobilities of electrons and electron holes
B R { °2C) 1300 1200 1100 1000
Mn (cm2/V -8ec) 0.040 0.030 0.022 0.015
Up (cm*“/V-gec) 0.083 0.076 0.069 0.062

b 0.48 0.39 0.31 0.24

Based on Equations 5.26 and 5.6, nj and K; were calculated. The results are
listed in Table 4

Table 4; Table of calculated intrinsic electron concentration nj and the
correspondence equilibrium K;

T(°C) 1300 1200 . 1100 1000
nj#Mem®) 3.47 X108 170 X108 741 X 1017 2.88 X101
Ki  1.20 x10% 2.88 x10% 5.50 X10% 8.32 X10

5.2.4 Construction of the Detect Coucentration vs Oxygen Partial -
: Pressure Diagram IR A

Since b # 1 and Oj ¥ Opin it is necessary to determine the oxygen partial |

pressure Pg) at which the electron concentration is eﬁual to n; before one can
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construct the Kréger-Vink diagram. Based on Equation 5.22 and the symmetric
characteristics of the diagram in the vicinity of nj, the value of Pgl can be
obtained from adjustment of Pgj. With knowledge of the points (n;, Pol) and (ng,
Pod), and the diagram in Figure 5.14 the construction of the Kréger-Vink
diagram is straightforward. The constructed diagrams are presented in Figures
5.12 to 5.15. Based on these diagrams, the equilibrium constant Kyc;~
associated with the formation of the chromium vacancies can then be calculated
from Equation 5.5. an expression of

Kvce = 3.63X 10 16%0xp(-5.88 ev/kT) (5.31)
is obtained. And from K;j and Ky;~, the point defect structure of pure CryQ3 in
the high PQg region is then obtained. The calculated defect concentrations of
pure Cry03 are plotted as functions of P(yy in Figure 5.16. Further discussion
will be presented in Chapter 7.

53 Summary

The following conclusions are obtained from the studies of the electrical
conductivity and Seebeck coefficient of TiOy-doped Cry03.

(1) It is found that doping with Ti in Crq0j increases the electron
conductivity. A change of conduction mechanism from P-type to N-type
behavior is observed in the high Po, region. | | '

(2)  The results also indicate that in the low PQga rogéox 2he eolubility limit of

* Ti0y in Cry04 changes with oiygen partial pressure, .

&) | A model is proposed to explain the electrical properties of this system.

| Combining experimental results with the model, the equilibrium
constants, K; and KVcé". were obtained and the defect structure of pure
Cr;03 in the high PQ, region was determined. |

SRR MM TR et e T TV 0 QP R SR W TN e B ) e 14, ¢ AR L e L . v - FRRI
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Chapter 6

ELECTRICAL CONDUCTIVITY AND SEEBECK
COEFFICIENT OF MGO-DOPED CR20g

In the chapter the results of the electrical conductivity and Seebeck coefficient
measurements of MgO-doped Cry03 are presented. It was found that doping
Crgd3 with Mg (a lower valent cation) has an effect opposite to Ti (a higher
valent cation) doping. In general, the incorporation of MgO into the structure of
the Cry03 will increase the electron hole conductivity. Also since the solubility
limit of MgO in Cry03 changes with oxygen partial pressure, the presence of a
second phase MgCr,04 has a significant influence in altering the defect structure
of Cry03. A model for the defect structure of MgO-doped Crq0Oj3 is proposed to
explain these phenomena. Based on this model and the experimental results the
majority defects of CraOy in the low PQ, region were determined. In the following
sections, the results, analyses and discussions are presented in detail.

6.1 Results

6.1.1  Solubility limit of }g0 in Cry03

The 'soluﬁility lirit of MgO in Cry,0; was studied by lattice parame,tér
measurements using the X-ray Powder Diffraciion method. Cr;O3 samples with
upto 2.5 mol% of MgO were sintered at 1300°C for 24 hours at 1 and 10'® atm

Pga, ard air quenched to room temberatum. The lattice parameters of these
samples were caltulated from the X-ray power diffractioxi pattern. The msﬁlts
~ are plotted as a fung:t_ion of the MgO content and the sintering atmosphere in
Figure 6.1, It appears that at dopant levels above 1 mole %, the measured lattice
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parameters.of samples sintered at different PQy's become different. This
observation indicates that the solubility limit of MgO in Cr,O3 may be dependent
upon oxygen partial pressure. However, it has not been possible to obtain definite
values for the solubility due to the large deviation of the data.

Also, further information has been obtained from the X-ray diffraction
pattern. Figure 6.2 shows the diffraction patterns of 0.5 mole % MgO-Cr;03

sintered at 1 and 10°1°

atm Pgy. It appears that a second phase of MgCry0O, exist
for samples prepared at low Pgg while it was not found on the pattern of the high
PQg sintered sample. From these results, it is concluded that the solubility limit

of MgO in Crg03 decreases with decreasing PQs.

6.1.2 Electrical Conductivity and Seebeck Coefficient

The experimental results of the electrical conductivity and Seebeck coefficient
measurements are plotted as functions of exygen partial pressure and MgO
content in Figures 6.3 and 6.4, respectively. The general characteristics of these
curves are described in the following.

(1) Oxygen partial pressure dependence
Both the conductivity ¢ and the Seebeck coefficient Q remain relatively
unchanged with little Pgy dependence in the high Pgg region. In the
intermediate PQq region, o decreases with decreasing Pgg while Q

| . increases slightly. In the low PQg region, there is an indication that o

| .. may vary with Pgg in a different manner. Also, in the corresponding

| _.S_eel‘zeck _coefﬁcient, a maximum, Quax, 8ppears at a oxygen partial

b‘f.essure P02h~ When P, is decreased below 1;02‘“, the value of Seebeck
: ) _c:oéfﬁcient drqps relatively fast with decreasing Pg,. However, negative

. . Avalu'es' of @ have not been observed. This may be because the lowest PQq

P UV PO —
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Figure 6.1: Lattice parameters of MgO-doped CréO3. plotted as functions of
dopant content and sintering atmosphere.
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that the experimental method can be achieved is still not low enough to
see a P-type to N-type transition.

(2) Composition Dependence
When the composition dependence is examined, a very nice
correspondence to the solubility results is observed. (i) In the high Pg,
region, both conductivities and Seebeck coefficients indicate that the
dopant levels used are below the solubility limit. (ii) When P, is
decreased, the composition dependence diminished below a certain oxygen
partial pressure Pozd. This fact indicates that at Pgs < Poy! the
dopant level is higher than the solubility limit. Since there is no reason
for the dopant content to change during the experiment, apparently, the
solubility limit must decrease as PQ, is decreased.

3 Temperature dependence
The temperature dependence of the electrical conductivity and Seebeck
coefficient are shown in Figures 6.5 and 6.6, respectively. It appears that
the activation energy of the electrical conductivity is very small. Also it
is found that as temperature is increased, all the characteristic points,

i.e., Pood and Po,™, shift to lower PQy.
6.2  Analyses and Discussions

6.21 Defect Structure of MgO-doped Cro0g3

Since the incorporation of Mgg*' ions into Cry0)3 will generate negative
charges, defects with positive chargeé are created in order to maintaih the
electronic neutrality. The possible defect reactions will then involve either h' or
Cr{" or both. Accordingly, the following defect equations need to be considered.

For the case of h', the relations

%
B S T
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1/204(g) + 2MgO = 2Mgg; + 2h’ + 303 (6.1)

Kmger2 = Mecil®(h 1 -Pog 2 (6.2)
will give the following defect concentrations that are oxygen partial pressure
dependent,

[h'] = Mgyl = Kygeza® - Pog 8 (6.3)
In the case of Cr;"", the equations

Cro03 + 6MgO = 6Mgc, + 2Cri" + 90§ (6.4)

Kmges1 = Mecil® - (Cri 1P (6.5)
show that the following defect concentrations are Pg, independent.

[Cr;") = 1/3(Mgc;] = 3%+ Kygein (6.6)

When both cases are considered, the electroneutrality condition is

Mggr] + (e = (h'] + 3(Cri"] (6.7)
The relaticnships among different defect concentrations and the oxygen partial
pressure can be obtained by applying the same tachnique discussed in Chapter 5
to all the related defect equations. In Figure 6.7, the theoretical prediction of the
defect structure of MgO-doped Cry0j is represented by a Kriger-Vink diagram.
According to this diagram, four regions can be distinguished. In region I, the
denoted unsaturated region, represents the situation that the dopant level is
below the solubility limit. In this case, the concentration of electron holes is

determined by the amount of dopant, i.e., [h'} = (Mgcy) = constant. Since the

solubility limit of MgO in Cro04 may decrease with decreasing Py, in region Il-a
second phase will be present, and the Mg concentration in CryO; will be

saturated. As a results, a P2 Y8 dependence of the defect concentrations based
on Equation 6.3 is observed. In region III, where the Cr{" is dominant, Equations

6.4 to 6.6 are applied. It is found from the variation of the concentration of the

i
%
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electronic defects that a situation of [h’] = [e’] exists in this region. Thus, a

conductivity minimum is expected in this region. Region IV represents the

intrinsic behavior of pure CryO; where chromium interstitials (Cr{"") and

electrons (e") are the majority defects.

6.2.2 Calculation of Electron Hole Mobility

When the defect structure model in Figure 6.7 is compared with the electrical
conductivity results in Figures 6.3 and 6.5 rather good agreement is found.
Although in the low PQ, region, the expected conductivity minimum has not been
determined due to the experimental limitation of controlling a low P(,, the model
does predict the variation of the electrical conductivity with the oxygen partial
pressure,

Based on this model, it is then possible to determine the mobility of electron
holes by measuring the electrical conductivity in the "unsaturated" region. The
electrical conductivity measurement has been performed on dense sample. Since
high density samples can only be sintered at low Pys, and high solubility of MgO
in Cry0j exists at high P, a special procedure for sample preparation was used.
Samples were tirst sintered at 1600°C in CO/CO, atmosphere of 101! atm Pqg
for two hours, and then annealed at the same temperature in 1 atm PQ; for 6
days.

~ The electrical conductivity and the calculated electron hole mobility are
plotted as a function pf‘ témperat.ure in Figure 6.8. An expression for the mobility
by o |

Up = Hop  exp (-AE/KT)
' (6.9)

with up = 0.29 cm® /V-sec and OE = 0.17 ev is obtained.

i
3
%
i
K
i
.
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6.2.3 Construction of the Defect Concentration vs. Oxygen Pressure
Diagram

It has been pointed out in Chapter 5 that based on the defect structure model
and the experimental results, one may be able to construct a [defect] vs PQg
diagram. In the process of the construction of this diagram, at least two of the
positions, the boundaries between the different regions and the positinn of
1=p=n;, are needed.

Since in the high Py "unsaturated" region, the concentrati;)n of electron
holes is determined by the amount of dopant, i.e., pg = [h'] = [ Mgg.l, the
boundary point (pg, PQqd) is obtained. However, due to the lack of the omjq in
the results, the determination of the other point is not as straightforward. Two
approaches have been used. First by estimating the Py at the boundary between
regions II and I from the experimental results, the line of {h'} in region II can be
determined since it has a slope of 1/8 and a starting point (pg,PO2% ). Second, the
results of Seebeck coefficient measurement have also been utilized. Since there
has been a strong indication that the conduction mechanism in Cry04 is by small
polaren conduction, the différent parameters Ny, N¢, Ap, Ap, in the eqﬁatiun of

Seebeck coefficient can be calculated. Also, since the intrinsic electron

concentration nj has been evaluated, the Seebeck coefficient Q; at nSp=n; can

~ then be calculated, and the corresponding oxygen partial pressure Poai can be

Based on these analyseé. the [defect] vs Poy; diagrams at 1100°, 1200°, and

1300°C are constructed and plotted in Figures 6.9 to 6.11. It has been shown in

Chapter 5 that the equilibrium constant, Kpi+, associated with the formation of

" chromium irterstitials can be calculated from

TV Ol e PR e e . - . D . S -
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Kori = [Crf1 - (¢71° - PO %€ (6.9)
Based on these [defect] - Pgy diagrams, KCy;*- has been calculated for all three
temperatures, and can ke expressed as

Kopi = 5.07X10! -exp(-20.48 ev/kT) (6.10)
Combined with the equilibrium constant Kyc; obtained in Chapter 5, the
equilibrium constant for the formation of Frenkel defect, K, is obtained as

Kp = 1.17X10% -exp(-4.78 ev/kT) (6.11)
With these constants, K¢y, Kj, KF , the defect structure of Cr305 at low Pogq
region can then be determined. An example of the construction of [defect] - PQq
diagram for pure Cry0; at low PQg region is shown in Figure 6.12. Further
dicussions will be presented in Chapter 7.

6.3 Summary

The following conclusions have been obtained from the study of the electrical
conductivity and Seebeck ccefficient of MgO-doped Cry03:

(1) Doping with MgO in Cr;0y increases the electron hole conductivity.
P-type behavior has been found for all the temperatures and P(gy's
studied. | |

(2) A ﬁmximum of the Seebeck cosflicient has besn found at very iow PQa's

~ which indicates a possibility of a change in conduction mechanism from
I_ Petype to N-Lype.- '

(9 The solubility limit of MgO in Cr0; has been found to decrease with

decrcasing P ‘g.' This property has a strong effect on altering the defect

structure of Cry0j;.

T T T K T e A T A A .
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A model of the defect structure of MgO-dopedCro04 has been proposed to
explain the experimental results.

Based on the dr et structure model and the experimental results, the
equilibrium constants K¢+ Kf were calculated and the defect structure

of pure Cry03 in the low PQg region can in turn be determined.
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Chapter 7
POINT DEFECT STRUCTURE OF CRg03

7.1 Point Defect Structure of Crg0Og

Based on the results obtained from the elgctrical conductivity and Seebeck
coefficient measurements of TiOy and MgO-doped Crs0j, the equilibrium
constants associated with the formation of different defects in Cry0g, i.e., Kyci~,
Kcri» Kj and K, have been deduced. From these equilibrium constants and
their correspording defect equations (Equations 5.1 to 5.4), it is then possible to
determine the point defect structure of Cro04. Accordingly, the concentrations of
the different defects have been calculated as functions of both temperature and
oxygen partial pressure.

In Figure 7.1, the point defect structure of Cry0O3 at 1100°C is illustrated by
piotiing Lhie oxygen partiai pressure dependence of the defect concentrations. It
appears that three distinct regions exist. In the high PQy region, near
atmospheric oxygen pressure, CryO3 behaves as a P-type semiconductor with
Ve and h' as the predominant defects. As Pgs decreases, [Vc,"] and ( h'] start
decreasing and (e’] increases. When P(y, is decreased to a certain point where
(h'] = [e’), the intrinsic electronic behavior becomes important. In the low PQs
region, near the Ppy for Ct/Crg0; equilibrium, CraO3 changes to an N-type |
semiconductor with Cr;"* and " as the dominant defects.

The temperature dependence of the defect structure of Cry0j is illustrated in
Figure 7.2, where only the electronic defect concentrations are displaced. When
temperature is increased, all three regions shift towards higher Poa's. At

| tém;ieratur_es above 1500‘0,.dw'intrinsic region becoxi;es dominant even at P02 '
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= 1 atm. This kind of shift is somewhat anticipatable since all the defect
formation processes are thermal activated, and all the different equilibrium
constants appargntly have different activation energies.

In order to verify the deduced defect structure, it is necessary to examine the
different defect dependent properties of Cro03. A fully explanation of these
properties with the model is essential for its justification. In the following
sections, discussions on the electrical conductivity and Seebeck coefficient, and the
diffusion process related properties, i.e., the parabolic growth of pure CryO3 and

the sintering of Cry0g are persented.

72  Electrical Conductivity and Seebeclk Coeffici £Cra03

7.2.1 Electronic Conduction Mechanism

It is of interest to examine the electronic conduction mechanism of Cr;05 by

means of its band structure. In principle, the electronic structure of a 3d
transition-metal oxide can be ascribed to an empty conduction band assumed to
arise from the cation 4s levels, and a full valence band arising from the anion
(oxygen) 2p levels, In addition, the 3d energy levels exist with some of them

presumably located in the gap between these two bands. The 3d levels are

~ usually considered to be localized states, even though there is a probability that

PRGOS SIS Rt L

“they may form a very narrow band due to some overlap of their wave functions.
In the case of CryO3, the Cr3* ion has three 3d electrons remaining outside the
last closed-shell configuration. Electronic transport may result from the motion
of charge carriers in the bands or in the localized levels or in both simultaneously.
Rogarding the described band structure, several mechanisms for the |

generation of the intrinsic elect:on-hol_e pair are possible. Electron-hole pairs

5 oo e re ¢ g g I 10 N VAN s S NS
toen et e NS t - .
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may be formed by excitation of electrons from the oxygen 2p band to the
chromium 3d or 4s levels; from the 3d levels to the conduction band; or within the
3d localized levels. However, it has been pointed out by Crawford ( ) that the

. formation of the electron-hole pair in the 3d levels, by

2Cr®t = Cr?* + Crtt (7.1)
is the only reasonable process in Cry03. Since the 3d levels are localized states,
the motion of the electronic charge-carriers involves a thermally-activated
diffusion, or hopping process, and is characterized by a rather low and thermally
activated mobility. It has been shown in previous chapters that the mobilities of
electrons and electron holes are in the range of 10*-10" cm/V-sec, and can be
expressed by

Wp = 0.29 - exp(-0.17ev/kT) (1.2)
and

Up = 2.67 - exp(-0.57ev/kT) (1.3)
These results further verify the "hopping" mechanism cf the charge-carriers in
Cry03. The apparent difference in the activation energies of up and uy may be
due to the different strength of the polarization field induced by electrons and
electron holes, Since the chromium ion Cr®* has higher charges than the oxygen
ion 0%, the coulombic potential well generated from Cr3* is expected to be
higher. Thus, the interaction between the electron and Cr8* is apparently larger
than that of the electron hole and 0. In turn, more energy is required for

electrons than for electron holes to jump out of their induced polarization field.

722 Electrical Conductivity and Seebeck Canfficient

BaSed on the obtained defect structure and the electron and electron hole

mobilities, the electrical conductivity of Cr03 has been caleulated as functions of -
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temperature and Pgy. Also according to the small polaron conduction
mechanism, the densities of effective states, Nc and Nv and the transport
energies, An and Ap are obtained which give N,=8X 1022, Ny=1.2X 1023,
Ap=Ap=0. With these quantities, the Seebeck coefficients have also been
calculated based on Equations 2.65 to 2.67.

In Figures 7.3 and 7.4, the electrical conductivities and Seebeck coefficients
calculated from the defect structure are plotted, respectively. The experimental
results of these two properties are also plotted on Figures 7.5 and 7.6 A very close

match is found between the calculated and measured values.

7.3  Self Diffusion Coefficient of Cr in CroQ3

In this section, the self-diffusion of chromiun in Cry03 and the effect of
impurities on the diffusion coefficient of chromiun are discussed. It has been

shown that the self-diffusion of the cation (Cr) in an oxide ( Cr;Oj ) can be

expressed by
* Dey = ] Dy * [defect] = Dygz  [Vr™) + Dy - [Cri ) (7.4)
Let R = Dgyi/ Dygg, then
Dee = Dyci " (14R) « {[(Vy 1 +(Cri1 } (7.5)

These equations indicate that with a prior knowledge of Dcr;+ and Dyg;-, De,
may be obtained from the defect concentrations. |

By adopting the value of Dy = 1.16X 1072 cm® /sec from studies of
Greskovich(31) and ass_uming R = 0.1, 1, and 10, the self-diffusion coefficient of
Cr in Cry04 at 1100°C have been calculated with the obtained defect

concentrations, The results are plotted as a function of oxygen partial pressure

~ in Figure 7.5. A very special behavior is seen on this figure. It appsars that the
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self-diffusion coefficient D¢y is surprisingly low at an intermediate P, region in
comparison with the high and low Pdg regions. If this is indeed the case,
apparently, in that region other diffusion paths, such as grain-boundaries and
dislecations, may easily contribute to the diffusion process along with the volume
diffusion. This indication appears to be in agreement with recent studies of
Atkinson and Taylor(39). They have found that diffusion along dislocations
actually plays a very important role in the diffusion of Cr in CryO3. Additionally,
diffusion along grain boundaries has been considered as -the reason why the
reported diffusion coefficients of Cr in early studies on polycrystalline CryO4 have
much higher values. | |
Another unavoidable factor may come from the effect of impurties. The effect
can be easily seen by examining Figure 7.2. Since at 1100°C, the intrinsic
electronic congentration, 4ni, has a value of less than 0.005 mole/mole of Cry03, an
impurity of this.amount will in fact alt,ér the defect structure of the whole
intrinsic region. For a futher illustration, the diffusion coefficients of Cr in 0.05
and 0.1 mole % of highe% and lower valent cation doped Cr;Oj have been

calculated by the method mentxoned above, The results are plotted in Figure 7.8

~ and 7.9, Et is quxta clear t,hat the unpuntxes have a sxgmﬁcant effect. on

-_mcreasmg the self»dlffusian coeﬁ'ment of Cr in Cr AO‘;.
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7.4 High Temperature Oxjdation of Cr

The parabolic rate constants, Kp, of the growth of Cry04 at 1100°C has been

calculated according to the equation

o)

Po
K,=2[ Pog)c,d InPQq (7.6)

with the obtained self-diffusion coefficients. The results are plotted in Figure
7.10. It is seen that for all cases, i.e, R = 0.1, 1, 10, a constant Kp region exists
over quite a large PQg range. This kind of behavior appears to be consistent with
Hindom and Whittle’s observation(51). However, comparing the magnitudes of
these Ky's with the reported values, it is found that the calculated valﬁes are
much smaller than the experimental results. Apparently, short circuit diffusion
and impurity effects must have again played important roles in the high
temperature oxidation of Cr.

The effect of impurities on the rate constant has also been evaluated, and are
shown in Figures 7.11 and 7.12. It appears that higher valent cation (Ti)
impurities have much significant effects on the variation of the rate constant to
the oxygen partial pressure. Since their presence in CroQO; increases the

concentration of C_r vancancies, the rate constant becomes strongly oxygen partial

pressure dependent. On the other hand, the rate constant of the lower valent

ch.tion (Mg) doped Cr;0; is independent upon the oxygen partial pressure due to

the predominance of Cr interstitials.
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75  Sintering of Cry03

It has been shown that the rate of sintering of CryOj3 is determined by the
migration of the oxygen atoms through oxygen vacancies. The generation of
oxygen vacancies will involve the reaction:

03 = Vi + 26" + 1/2P0y(g) (7.7

Kvo = [Vo1e2Pgg? (7.8)
Although there is no irformation about the equilibrium constant Kyqo, a
qualitative analysis can still be applied. From Equation 7.9, the concentration of
oxygen vacancies is given by

Vo1 = Kyg[e T2 Py V2 (7.9)
Thus in regions where [ " ] a Pgg¥16, [Vo'] a Poot® and in regions where [e’]
= constant, (V'] & Pog V2. In Figure 7.13, the variation of the oxygen vacancy
at 1600°C is plotted as a function of PQ,. According to this figure, in most of the
PQs range the concentration of oxygen vacancies will increase with decreasing
oxygen partial pressure as P_02'"2 Thus in terms of the volume diffusion theory of
the sintering mechanism, the rate of sintering of CryO3 will also increase with a

decrease in PQy , which i3 in good agreement with experimental observation.
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Chapter 8

SUMMARY AND SUGGESTIONS FOR FUTURE
RESEARCH

This chapter briefly summarizes the present research results and outlines
suggestions for related future research. It is hoped that this work has
contributed to our understanding of the point defect structure of Cry03 and its

related transport properties.

8.1 Summary of the results

# - On the basis of this resea;ch work, the following conclusions have been
'obtained:

(1) It is found that the point defect structura of CryOj is complicated. The
type of defects present are dependent upon the t.émperature, the oxygen
partial pressure, and the amount of impurties. In general, at high
temperature, Cry05 behaves as a P-type semiconductor at high PQa's, an
intrinsic -_semiconductdr' at intermediate "P'c}g’s. and an N-type
xmicgndﬁcwr at low PO)o's (near Cr/ Crq03 equilibrium Pgg).

(2)_: B When the electronic transport ﬁrepaniesare considered, both electrons

| and electron holes nppeaf to con't.ribute_io the process of co_ndubt.ion. It :
1 o »- _was tound that up ‘ nﬁ Based on. the magnitude of the elecf,ron and
| . electron hoie mabmtm and thmr activition e:nergtes. the cnnductmn “ :
meehamsm m Ct‘g{)g appears o be zhrough smalk polardn conducuon. Rt
(3) : Impunues have very sxgmﬁcant. eﬁ’ects on nmnng t,he demct, structure éf
.- :'Crgoa and chxmgmg tts t.mnspart propemes When Cr203 is doped w-,th

‘a higher valent catmn (Tx). the elestron c.ondui:tmty is inczeased on the
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other hand, when a lower valent cation is the dopant, the electron hole
conductivity is increased.

4) It has also been found that the volume diffusion of Cr in CryOg3 is too
slow to be totally responsible for some of the diffusion dependent
properties, e.g., high temperature oxidation of Cr. Other factors such as
impurity effects and the short-circuit diffusion along grain boundaries,
dislocations, etc., may have equivalent contributions.

(6) . Sintering of Cry04 at temperatures higher than 1600°C is apparently
controlled by the migration of the minority ionic defects, i.e., oxygen

vacancies.

8.2 Suggestions for Future Research

‘Although the point defect structure of CryO3 has been studied quite
extensively in this work, there are still questions related to the point defects of
Cry0; that need to be answered.

(1) Since in this study, only one type of dopant has been intentionally added
to Cro03 at one time, the counter effects of the co-existence of two
opposite type impurities have not yet been studied. It is of interest to
examine this effect by the simultaneous doping with two op-posit.ertype of
dopants. Theoretically, the appearance of opposite type of dopants will -
enhance the solubility of both dopants in the host crystal. Therefore, a
more dramatic change in the defect structuse of CraOy will be expected. -

-~ (2) ° It has been known for a long ii‘me ‘that small addition of inert dispersed
phaSés such as ThOy, Y203 ete., will ,decr&aﬁe the pambolic- rate constant

- of Crs05 growth. However the actual mechanism involved has not yet
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been fully understood. In order to elucidate these phenomena
investigations on the defect chemistry of these systems are required.
From this study it was found that the solubilty of a second phase in a
crystal can be revealed through the measurement of the electrical
conductivity as a function of oxygen partial pressure, and the content of
the second phase, This may be an alternative way of studying systems

involving very low solubilities such as SiOq in Crs03.
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Appendix A
COMPUTER PROGRAM FOR RESISTANCE
MEASUREMENT

10 CLS
20 PRINT "RESISTANCE MEASUREMENT PROGRAM - R(t) "
30 PRINT " BY MING-YIH SU ON DEC. 8 1985 "
: 40 PRINT : PRINT
: 50 PRINT "THIS PROGRAM IS USED TO : "
60 PRINT " 1. READ RESISTANCE (R) FROM GENRAD 1658 RLC DIGIBRIDGE "

70 PRINT " 2. CALCULATE CONDUCTIVITY (C) FROM R "
~ 80 PRINT" 3.S5AVE R AND C AS A FUNCTION OF TIME “

90 PRINT " 4. PRINT RESULTS ON PRINTER "

100 PRINT : PRINT

110 DEFINT A-Y
: 120 DEF SEG = 0: LIBSEG = VAL("&H" + HEX (PEEK(1018) + PEEK(1019)*256))
1 130 FORLIB=1TO 1
' 140 DEF SEG = LIBSEG
150 ID = PEEK(262) + PEEK(263) * 256 : LENGTH = PEEK(ID)

160 ID =
: 170 FORI = 1 TO LENGTH
180 ID  =ID + CHR(PEEK(D + I))
190 NEXTI
: 200 IFID = "GP100" THEN GP100 = LIBSEG
4 210 LIBSEG = VAL("&H" + HEX  (PEEK(254) + PEEK(255) * 256))
220 NEXT LIB

s 230 IF GP100 = 0 THEN PRINT masmg GP100 Subroutine Library” : END
S 240 ' Initialize offsess
J 250 INIT1 = 266
~; 260 CALL INITA{INIT2,INITS INIT4.INITS, VERIFY, VERSION, GPRESET GPNEW,
GPTIMER PULSE HOLD,RTL,RTLHOLD,TONLY ,LONLY ,EVENT, TRAP,ADDRESS, BUS,
MESSAGE,TEXT)

270 CALL INIT2(WBYTE RBYTE, WWORD,RWORD, WDWORD, RDOWORD, WQWORD, RQWORD, WSTR,
RSTR,WARRAY zmum' JBWRITE,BREAD, WDMA,RDMA, DMA TERMNOTERM.CRLF EOI,
PARSER) _

280 CALL chcoumou IFC,REN, RENCLR,RENLOC REMOTE, TCS TCA STANDBY,LLO,
DCL,PPU,SPE SPD.GTL,LOCAL SDC,GPCLEAR,GPGET, TRIGGER)

290 CALL INIT4(UNLISTEN, UNTALK.MYLISTEN, MYTALK,LISTEN XLISTEN, ALISTEN,

TALK XTALKBUSCOM,PASS,SPOLL,APOLL.REQUEST.PPOLL CCONFIGURE RESPONSE,

, MYSTATUS)

300 DIM 2'T'M(2000),2R(2000),2CD(2000), 2T A(2000) :

310 INPUT "TOTAL EXPERIMENTAL TIME (MINS) = “2ZTT

. 320 INPUT “SAMPLEING RATE (MINS/DATA) = “ZRT
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330 INPUT "LENGTH (L) OF SAMPLE (CM) = "ZLS

340 INPUT "DIAMETER (D) OF SAMPLE (CM) = *;ZDS

350 INPUT "DATA FILE NAME WILL BE : *;F1

360 ZA = 3.14159 * ZDS /4

370 LPRINT "FILE NAME = ";F1

380 LPRINT

390 LPRINT "TOTAL EXPERIMENTAL TIME = "ZTT;" MINS"

400 LPRINT "SAMPLING RATE = "ZRT;" MINS/DATA"

410 LPRINT "LENGTH OF SAMPLE (L) = “ZLS;" CM"

420 LPRINT "DIAMETER OF SAMPLE (D) = ";ZDS;" CM"

430 LPRINT

440 LPRINT "#";TAB(12);"TIME"; TAB(28);"DT(SEC)";TAB(44);"R(OHM)*;TAB(60);
*C JOHM-CM"

450 ZTT = ZTT * 60 : ZRT = ZRT * 60

460 CLS

470 PRINT "EXPERIMENT BEGINS ! DON'T PANIC ! IT IS TAKING DATA NOW !

480 CALL GPRESET(STATUS)

490 CALL REN(STATUS)

500 CALL IFC(STATUS)

510't‘tt‘tttttit..“‘*“‘#!I“ﬁi#i“‘ittittttt#!*ﬂll‘h‘t&tiit‘

520 '***** INITIALIZATION OF GenRad 1658 RLC DIGIBRIDGE ***»*

530 B3 AR 2 23R R 233 2 2200 S S22 PRI E SRR SRS 2R R 3R E R F

540 DEVICE1 = 3:'THE ADDRESS OF DIGIBRIDGE IS 3

550 DEF SEG = GP100

5556 CALL CRLF

560 INI = "D2S2COF1L2R4M2X4GOEO"

565 CALL STANDBY(STATUS)

568 CALL LISTEN(DEVICE1.STATUS)

§70 CALL MYTALK(STATUS)

590 CALL WSTR(INI ,BYTES,STATUS)

600l=0:K=0

610 2ZTM(0) = TIMER

620 D0 = DATE

630 GOSUB 1040 : 'READ RESISTANCE FROM DIGIBRIDGE

640 ZR(0) = '

650 ZCD(0) = ZLS HEZR* ZA)

660 ZTA(0) =

670 PRINT “0" TTAB(12);"TIME": TAB(28);"DT(SEC)"; TAB(M)."R(OH\D“ ‘TAB(60);
“C IOHM-CM"

680 PRINT [+ LiTAB(8):ZTM(1):; TAB(24):ZTA(L): TABuO}.ZR(D.TAB(SG).ZCD(I)

690 21T = ZTM(0) + 27T

700 25T = ZTM(0) + ZRT

ot =1+1

- 720 L = ZRT * 50

730 FORJ = 0TOL

740 NEXT J

750 DT = DATE

760IFDT. =00 THEN GOTO 780
7K=K+1:00 =DT

780 2TM(D) = TIMER + 86400 * K

790 [F 2TM() < Z$T THEN GOTO 730

800 ZTA( = ZTM) - ZTM(0)

810 GOSUB ;om "READ RESISTANCE FR(N DIGIBRIDGE

-820 ZR(U =
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830 ZCD(I) = ZLS / (ZR(1) * ZA)

84011% =1/20

85012 =1-1I1%* 20

860 IF 12 <> 0 THEN GOTO 940

870 FORJ = -20 TO I-1

880 LPRINT J + 1;TAB(8);ZTM(J); TAB(24);ZTA(J);TAB(40);ZR(J);TAB(56),ZCD(J)

890 NEXTJ

900 CLS

910 PRINT "IT IS TAKING DATA NOW ! PLEASE DO NOT DISTURB! "

920 PRINT

930 PRINT "#";TAB(12),"TIME";TAB(28);"DT(SEC})";TAB(44);"R(OHM)"; TAB(60);
*C /OHM-CM"

940 PRINT I+ 1;TAB(8Y;,ZTM(I);TAB(24),ZTA(I); TAB(40);,ZR(I); TAB(56);ZCD(I)

950 ZST = ZST + ZRT

960 IF ZST < ZTT THEN GOTO 710

970 CALL IFC(STATUS)

980 GOSUB 1200 : 'SAVE DATA INTO DISK

990 GOSUB 1310 : 'PRINT DATA OUT ON PRINTER

1000 END

1010'ﬁtti“*“t.“‘.‘.#‘.i"‘0‘-“t““!l.ltitittﬁ!ttttmti“t‘

1020 '***»* IEEE-488 ROUTINE FOR DIGIBRIDGE - READ DATA *****
1030'it“.".tt‘ii.llt“‘ﬂ".‘..‘.t‘.lU'l“i“““lllttlﬁti‘.‘
1040 DEF SEG = GP100

1045 CALL UNTALK(STATUS)

1067 CALL GPGET(STATUS)

1070 ZR = §TRING  (20," ")

1075 CALL TALK(DEVICE1,STATUS)

1077 CALL MYLISTEN(STATUS)

1080 CALL RSTR(ZR ,BYTES,STATUS)

1087 CALL UNLISTEN(STATUS)

1090 ZRV = VAL(MID (ZR 9,

1100 UNIT = MID (ZR ,52)

1110 JFUNIT = "O"THEN ZRD = |

1120 [F UNIT = "KO" THEN ZRD = 1000

1130 IF UNIT = "MO" THEN ZRD = 1000000!

1140 ZR = ZRV * ZRD

1160 RETURN

1160 ‘NS ERTISESNCLaRtRIstBbaanUSAsERS

‘1170 ****** SAVE DATA FILE ROUTINE <«®e**

1180 (1SS SCESVNSRIBRENSLISINARUEN SIS IR OES

190N = 3%+ 1)

1200 CLOSE #1

1210 OPEN F1 FOR OUTPUT AS M1
1220 PRINT 21N

- 1230 FORJ = 0 TO!

1240 PRINT OI.ZTA(J).ZR(J).ZCD(J)
1250 NEXT J
1260 CLOSE #1

- 1270 RETURN

lggﬂ‘ﬂl’ﬁ...!II..l'..t""""l.‘Q.C.I‘.'.ﬂ.

1299 *e¢vee PRINT RESULTS OUT ROUTINE vete*

. 1300 IRLYERA PRV OB OVADABSUOBENDRISUIOENIESE

1310 INPUT D0 YOU WANT TO PRINT THE RESULTS OUT (N *Qq1
1320 IF Q1 "Y“ THEN GOTO 1350
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1330 IF Q1 = "N" THEN RETURN

1340 GOTO 1310

1350 LPRINT "FILE NAME = ";F1

1360 LPRINT

1370 LPRINT "TOTAL EXPERIMENTAL TIME = “ZTT

1380 LPRINT "SAMPLING RATE = ";ZRT

1390 LPRINT "LENGTH OF SAMPLE (L) = ";2LS;" CM"

1400 LPRINT "DIAMETER CF SAMPLE (D) = ";ZDS;" CM"

1410 LPRINT

1420 LPRINT "#",TAB(12);"TIME";TAB(28);"DT(SEC)";TAB(44);"R(OHM)";
TAB(60);"C /OHM-CM"

1430 LPRINT I+ 1;TAB(8),ZTM(I);TAB(24);ZTA(1);TAB(40);ZR(I};TAB(56);2CD(I)

1440 RETURN

voleas
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Appendix B
COMPUTER PROGRAM FOR SEEBECK COEFFICIENT
MEASUREMENT

5 CLS : PRINT
10 PRINT "SEEBECK COEFFICIENT MEASUREMENT PROGRAM"
20 PRINT" = WRITTEN BY MING-YIH SU ON DEC.17 1985"

30 PRINT

40 PRINT * WHERE EO ~— T0 (ROOM TEMPERATURE) "

50 PRINT* | | El—T1 "

GOPRINT" T1 | SAMPLE |T2  E2—T2 "

T0PENT* | [ DT = T1-T2 "

80 PRINT " DV — VOLTAGE DROP ACROSS
SAMPLE *

90 PRINT * TAKE T2 END AS POSITIVE"

100 PRINT * DV *

110 PRINT * SEEBECK COEFFICIENT Q = — (mV/C) "

120 PRINT * DT "

130 PRINT

140 PRINT "NOTE 1. THIS PROGRAM AUTOMATICALLY TAKES DATA FROM 1 SYSTEM.”
160 PRINT " 2, INPUT FILE NAME WITH DRIVE # ON IT, "

160 PRINT * i.e. B:F1 for file Fl savedon drive B. *

170 PRINT

180 DEFINT A.Y

190 DEF 8EG = 0: LIBSEG = VAL("&H" + HEX (PEEK(1018)

+ PEEK(1019) ® 256))
200 FORLIB=1TO 1
210 DEF SEG = LIBSEG
220 lD = PEEK(262) + PEEK(263) * 256 : LENGTH = PEEK(ID)
230 =
240 FORI = 1 TO LENGTH
250 (D =1D + CHR(PEEK(ID + 1))
260 NEXTI1 .
210 IFYD = “GP100” THEN GP100 = LIBSEG
260 LIBSEG = VAL{"&H" + HEX (PEEK(254) + PEEK(?.{»G) * 266))
290 NEXT LIB
300 IF GP100 = 0 THEN PRINT “‘-hsainz GP100 Subroutine Labrary END

- 310 Initialize offsats
320 INIT1 = 256
/330 CALL INITIINITZ2INITI INITA INITS, VERIFY, VERSION . QPREBET GPNEW,

GPTIMER,PULSE HOLD RTL RTLHOLD, TONLY LONLY EVANT, TRAP, ADDRESS,
BUS MESSAGFE, TEXT) '

340 CALL INIT2(WBYTE RBYTE, WWORD, RWORD, WD WORD.RDWORD, WQWORD, RQWORD,
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WSTR,RSTR,WARRAY,RARRAY , BWRITE,BREAD,WDMA,RDMA,DMA, TERM,NOTERM,
CRLF,EOI PARSER)

350 CALL INIT3(CONTROL,IFC,REN,RENCLR,RENLOC,REMOTE,TCS,TCA,STANDBY,
LLO,DCL,PPU,SPE,SPD,GTL,LOCAL,SDC,GPCLEAR,GPGET, TRIGGER)

360 CALL INIT4(UNLISTEN,UNTALK,MYLISTEN MYTALK,LISTEN,XLISTEN,
ALISTEN,TALK XTALK BUSCOM,PASS,SPOLL,APOLL REQUEST PPOLL,
CONFIGURE,RESPONSE MYSTATUS)

370 DIM ZE0(500),ZE1(500),ZE2(500),2T1(500),ZT2(500),2DT1(500),ZDV1(500)

400 DIM 2X1(50),2Y1(50)

405 INPUT "SAMPLE NAME = ".SN

410 INPUT "DATA FILE NAME FOR (E0,E1,E2,DV) - SETUP #1 = ":F1

440 INPUT "DATA FILE NAME FOR (DT, DV) - SETUP #1 = ";Ff1B

470 INPUT "DATA FILE NAME FOR AVERAGED (DT, DV} - SETUP #1 = ":F1C

500 INPUT "SAMPLING RATE (SECONDS/DATA SET) = ";ZRT

510M=0

5204J = 0:'INDICATOR FOR TOTAL # OF DATA

530 K = { . KK = 0: 'INDICATOR FOR /O PORT OF SCANNER

540 L = J:'INDICATOR FOR COMPENSATION OF TIMER

550 ZIT = TIMER : 'THE BEGINNING TIME OF EXPERIMENT

560 D0 = DATE

570 ZST = ZIT . 'PRESET DATA TAKING TIME

580 DEVICEL = 5:'5 IS THE ADDRESS OF NANOVOLTMETER

590 DEVICE?2 = 17:'17 IS THE ADDRESS OF SCANNER

600 CALL GPRESET(STATUS)

610 CALL REN(STATUS)

620 CALL IFC(STATUS)

630 GOSUB 1540 : "INITIALIZE NANOVOLTMETER

640 GOSUB 1630 : 'INITIALIZE SCANNER

650 GOSUB 2220 : 'SET YO PORT TO 0

660 CLS

670 PRINT "EXPERIMENT BEGINS ! DON'T PANIC ! IT IS TAKING DATA NOwW I*

680J =M )

630 GOSUB 1720 : 'RESET SCANNER

700 GOSUB 1810 : 'CLEAR BUFFER OF NANGVOLTMETER

710 PRINT “DATA SET*:J+ ;"™

720 GOSUB 1910 : GOSUB 1810 : ZEG(J) = A!

730 PRINT TAB(20%"E0 = ";2E0(J)

740 GOSUB 1910 : GOSUB 1810 : ZE1{)) = Al

750 PRINT TAB(20),"El = “ZEI])

760 GOSUB 1910 : GOSUB 1810: ZE2(J) = A! -

770 PRINT TAB(20);"E2 = ".2E2(J)

780 GOSUB 1910 : GOSUB 1810 : ZDVI{J) = A!

780 PRINT TAB(20),"DV1 = ";ZDV 1(J)

9202) = J MOD 4

030 IFZJ = L THEN CLS -

840 PRINT-

850 =J + i

960 IFJ < M + 10 THEN GOTO 710

9MM=M+ 10

-980 GOSUB 1910 : 'CHANGE T0 CHANNEL #1

§90 GOSUB 2040 : 'STOP TRIGGER OF SCANNER
1000 GOSUB 2100 : 'CLOSE CHANNEL #1
1005 GOSUB 2214 : ‘RESET VO PORT TO 000

1006 FORJJ = 0 TO 4500

ki s
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1007 NEXT JJ

1010 K = K + 1:’RESET 'O PORT OF SCANNER

1020 IF M = 80 THEN K=1

1030 ON K GOTO 1040,1050,1060,1070,1080,1090,1100,1110,1120,1130
1040 0 = "00X" : GOTO 1140

1050 0 = "01X":GOTO 1140
1060 0 = "02X":GOTO 1140
1070 G = "04X": GOTO 1140
1080 0 = "010X": GOTO 1140
1090 O = "020X" : GOTO 1140
1100 0 = "040X": GOTO 1140
1110 0 = "0100X" : GOTO 1140
1120 0 = "0200X": GOTO 1140

1130 0 = "0400X" : GOTO 1140

1140 GOSUB 2220 : '"CHANGE /O PORT OF SCANNER

1150 PRINT : PRINT : PRINT "SAVING DATA FILE (E0,E1,E2,DV) “

1160 GOSUB 2310 : 'SAVE DATA FILE (E0,E1,E2,DV) OF SETUP #1

1190 GOSUB 2640 : 'CALCULATION OF TEMPERATURE FROM VOLTAGE -ETO T
1200 PRINT : PRINT "SAVE DATA FILE (DT,DV) “

1210 GOSUB 3210 : 'SAVE DATA FILE (DT,DV) OF SETUP #1

1240 PRINT : PRINT : PRINT "DOING CALCULATION ! PLEASE WAIT ! "
1250 GOSUB 3720 : 'AVERAGING DATA

1260 GOSUB 4120 : 'SAVE AVERAGED DATA FILE (DT,DV) OF SETUP #1
1281 GOSUB 5150 : 'PRINT DATA OF SETUP #1 OUT

1290 IF M < 40 THEN GOTO 1340

1300 GOSUB 4420 : 'LEAST SQUARE ANALYSIS

1310 GOSUB 4690 : 'CALCULATE R FACTOR

1320 GOSUB 4870 : 'PRINT RESULTS ON SCREEN

1321 GOSUB 5700 : 'PRINT FINAL RESULTS QUT - SETUP #1

1330 IF M = 80 THEN GOTQ 1530

1340 Z8ST = Z8T + ZRT

1350 DT = DATE

1360 IF DT = D0 THEN GOTO 1380

WHOL=L+1:D0 =DT

1380 ZTIME = TIMER + L * 86400!

1380 ZST2 = 28T - L * 86400!

1400 ZSHR = 28T2/3800 : SHR = FIX(ZSHR)

1410 ZSMN = (ZST2 - SHR * 3600) / 60 : SMN = FIX(ZSMN)

1420 SSEC = Z8T2 - SHR * 3600 - SMN * 60

1430 25T = STR(SHR) + *" + RIGHT (STR (SMN),2) + =
+RIGHT  (STR (SSEC).2) '

1440 CLS

1450 PRINT

1460 PRINT “NEXT DATA TAKING TIME ="28T

1470 PRINT :

1480 PRINT © CURRENT TIME = *TIME

" 1480 IF ZTIME > 28T THEN GOTO 660

1500 FOR JJ = 0 TO 3000
1510 NEXT JJ '
1520 GOTO 1350

1530 END

1540 RANSETEIINNNAOSERISBPDIBRLVBVNEINIGEISUNGNSIGUERNTIRBIDRGRRVBDORRTROY

1550 *s***¢ [REE-488 ROUTINE FOR INITIALIZATION OF NANOVOLTMETER ***%s -~

tsso".....-...."C‘0.“"..‘.‘...0..’...ﬁ....’..0.!“.'#..'.'..."0.0‘i

AT Cram s
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L2008 = STRING (20 %)
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1570 DEF SEG = GP100

1580 COMINi1 = "R2ZMOTOPOD0ZOBOKOX"

1590 CALL MYTALK(STATUS)

1600 CALL-LISTEN(DEVICE1,STATUS)

1610 CALL WSTR(COMINI1  ,BYTEG,STATUS)
1620 RETURN

1630’i*#‘t*ttt##.ﬁ*‘***ﬁ*‘ttt*‘#‘#lt*tttﬁt#t#*##t**tt**t*#tii#*tt

1640 '***** [EEE.488 ROUTINE FOR IN.TIALIZATION OF SCANNER ***»*
1650 /PSP ESRRES S RERRRRRESRARRSES S RN AUR RSB RS SRR AR RO A
1660 DEF SEG = GP100

1670 COMINI2 = "DOF1L4W010.000P0T2X"

1680 CALL MYTALK(STATUS)

1690 CALL LISTEN(DEVICE2,STATUS)

1700 CALL WSTR(COMINI2 ,BYTES,STATUS)

1710 RETURN

1720’it‘t“‘*ttﬂi‘t“*‘ﬁ‘.tt't‘"‘Iﬂ"ttktt‘#“!i“.l.t‘tittﬁﬂ‘!‘

1730 '***** [EEE-488 ROUTINE FOR SCANNER — RESET SCANNER *****
1740’t‘.l“““"i“i.‘.'“"ﬁt"lﬁt“ﬂ‘.‘.““*.“*I‘l““t‘t‘tt
1750 DEF SEG = G2100

1760 COMRST2 = “RX"

1770 CALL MYTALK(STATUS)

1780 CALL LISTEN(DEVICE2,STATUS)

1790 CALL WSTR(COMRST2 ,BYTES,STATUS)

1800 RETURN

1810'tﬂ“‘.‘t.“““"‘!!‘O“l0.!‘-‘.-.-..‘..‘t“.‘.ﬂ.!!ﬂ...'..-.‘..

1820 ' =+ IEEE-488 ROUTINE FOR NANOVOLTMETER — READ DATA *****
laao’ltt‘!‘Ult'll.&‘l.‘.U..I...IQ-‘....l..i.'...Ol'.l."‘.!'...‘...
1840 DEF SEG = GP100 .

1850 CALL TALK(DEVICE1,STATUS)

1860 CALL MYLISTEN(STATUS)

1870 A = STRING (18" ")

1880 CALL RSTR(A  BYTESSTATUS)

1890 A! = VALIMID (A ,5,12))

1900 RETURN

1910'...ﬁ"i.’.."i..Qi...I..p‘..'."‘ll!iﬂ.'.h‘ﬁﬂ‘ﬁ!.’.‘l*ﬂ’..ﬂl'

1920 ****+¢ [EER-488 ROUTINE FOR SCANNER — CHANGE CHENNEL *****

xgao'Ouuiidtiiqgr.s-'anaibsuu6Ai#'bQ..o..Qdes:Qooo.n'ns.olooo.!.o

1940 DEF SEG = GP100

~ 1850 CALL GPGET(STATUS)
19608 =STRING _ (20"

1970 CALLRSTR(S - .EYTES.STATUS)
1980 FORJJ = 0TO 300 .. . .-

. 1BY0 NEXT W
2000 RETUPRN

2010’..O.ﬁ"ﬁl...“‘..iIWQCQC..p.1Q.ll..*Q..'*.ﬁ!".‘.'....ﬁ‘

2020 *s*+** [FEE-488 ROUTINE FOR S8CANNER — STOP SCAN *=*e*

tgogﬂ'&ost¢w»n-.iot.dniucéooo-o.nuliouﬁniaﬁpoﬁiooogosoiooootca

2040 DEF SEG = GFI0G . -
2060T = *T3X"

- 2080 CALL MYTALK(STATUS)

2070 CALL LISTEN(DEVICE2 STATUS)
2080 CALL WSTI(T. ~ BYTESSTATUS)
2090 CAL! GPGET(STATUS)

. IR T o R AL I S SN L A
RO i e - NN . N *
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2110 CALL RSTR(S ,BYTES,STATUS)
2120 RETURN '

2130’i“‘*it..#‘tt*tt‘#*t**#***t*‘t*t!itl*t#****#*i*#“**‘##tt*l#***t***

2140 "**»** [EEE-458 RCUTINE FOR SCANNER - CLLOSE CHANNEL #1 MEASURE T0
P Rt R L L T e e T e L
2160 DEF SEG = GP100

2170 CALL MYTALK(STATUS)

2180 CALL LISTEN(DEVICE2,STATUS)

2190 CHANEL1 = "B1CiX"

2200 CALL WSTR(CHANELL1 ,BYTES,STATUS)

2210 RETURN

2211'i"“.‘“‘.ﬁ#“-t*‘!i‘““.“‘i#lt*!‘tt*t‘#ttt#**ti*‘t!‘ﬂ‘tl**““i

2212 '**»+** IEEE-488 ROUTINEFOR SCANNER — RESET I/O PORT TOQ 000 *****
Dy R R e P P P P T
2214 DEF SEG = GP100 '
221560 = "00X"

2216 CALL MYTALK(STATUS)

2217 CALL LISTEN(DEVICEZ2 STATUS)

2218 CALL WSTR(O ,BYTES.STATUS)

2219 RETURN

2220'l“i‘tu.l!lt“‘.iit.llu“-‘.it‘t“‘l!l"l‘.qt..tcs‘li0.--titn

2230 '***** [EEE.488 ROUTINE FOR SCANNER — RESET /O PORT *****
2240 'CUBNBSERS ISP RESDLEB UGS BBBNBRNGUEROSUT USRI CBASSSBRESAREBISS
2250 DEF SEG = GP100

2270 CALL MYTALK(STATUS)

2280 CALL LISTEN(DEVICE2,STATUS)

2290 CALL WSTR(O  ,BYTES.STATUS)

2300 RETURN

2310 'S ORENSRERBCEBCRASRIONESENF UGNV GEERVRCSEINOUABIRNVENABNOSOIGNGORDS

2320 '***** SAVE DATA FILE (E0.E1,E2,[}V) OF SETUP #1 ROUTINE ~*e**
‘3330 ‘...'i"'ﬂ!'....l.C’.l..!‘...I...ld.'ﬂﬁ!..'.."'l.l.l.'l".'...l’l
2340 N =M ¢

2350 OPEN F1  OR QUTPUT AS 41

2360 PHINT #1.N

2370 FORJ « 0 TO M1

2380 PRINT #01,2E0(3); ZEt(J}JE"'(J).ZDVuJ)

2330 NEXTJ

2400 CLOSE #\

2310 RETURN

26‘9 AT ZEZILLIS RS2SRRSR 2222 R 222X 2 )

| 2660 ‘****¢ £ TOT CALCULATION ROUTINE *=*o+

2360 ‘RSP TNONREBINPNBEDIINDBCROEEDIIRNNINIDRNERSD

2670 PRINT : PRINT "DOING (.ALCLLATION H PLE.ASE, WAIT "
26RO AQP = 0.

2690 Ale = 5.38944464

2700 A2# = 0124877540

2710 A3# = -.000015934168#4

270 AL =0

230210 =0

SMMOFORS = M. 10TO M-

- 2750 ZT0 = ZEQ{J) * 1000
- 2760270 = 30! - 2T0

I0ZV0 = AOR + AR *2TD + A0 * (2T0) + :\30 *.(2T6)
+ Adr e ("'N)

B A

TR A N AR T DR LTV NP YRR VRN e ap B 4 BN




2780 ZV1 = ZV0 + ZE1{J) * 1000000!

2790 ZV3 = ZV0 + ZE2(J) * 1000000!

2800 GOSUB 3030 : 'CHOOSE B COEFFICIENT

2810 IF ZV1 < 10165 OR Z2V2 < 10165 THEN GOSUB 3120

2820 ZT1(J} = BO# + B1#* ZV1 + B2# * (ZV2) + B3# * (ZV3)
+ Bd# * (ZVY)

2830 ZT2(J) = BO# + Bl#* ZV2 + B2# * (ZV2) + B3# > (ZV3)
+ B4# * (ZV®)

2840 ZDTU{J) = ZT1(J) - ZT2(J)

3010 NEXTJ

3020 RETURN

3030'*********‘***!#******************#*********

3040 "***x* B() B1,B2,B3,B4 FORT > 1050 C ****«
FOB( TRERERA AR A AR RO R K
3060 BO# = -30.938374#

3070 B1# = .1410656#

3080 B2# = -.0000049794442#

3090 B3# = 1.7334256D-10

3100 B4# = -1.926216D-15

3110 RETURN

3120’******tt**t****************#**********t***!

3130 "**»%x B0 B1,B2,B3,B4 FOR T < 1050 C ***x*x*
Rl R e L R PP e T
3150 BO# = 41.137317#

3160 B1# = .11599785#

3170 B2# = -.0000018642979#

3180 B3# = 1.2643267D-11

3190 B4# = 8.4828836D-16

3200 RETURN

3210’th*#‘#i*!tﬁ*l*t****l‘****#****i*t*‘#*i*ttlt*ii‘t‘*!#li*

3220 "***** SAVE DATA FILE (DT,DV) OF SETUP #1 ROUTINE *****

3230’#ttttt#l‘*t###*#****tti.#***********t**titt#‘ﬁ*!‘*!‘*##‘

3240N=M*2

3250 OPEN F1B FOR OUTPUT AS #1

3260 PRINT #1,N

3270 FORJ = 0 TO M-1

3280 PRINT #1,ZDT1(J);ZDV1(J)

3290 NEXT J

3300 CLOSE #1

3310 CLS

3320 PRINT "SETUP #1 " : PRINT

3330 PRINT " #";TAB(12);"T1",TAB(28};"T2";TAB(44);"DT";TAB(60);"DV"

3340 FORJ =M-10TO M- 1

3350 PRINT J + L;TAB(8);ZT1(J);TAB(24);2T2(J);;TAB(40);,ZDT1{J);TAB(56);
ZDV1W)

3360 NEXT J

3370 RETURN

3720'ﬁt##l#tttittt#tutitttttttitti‘tlttttil*#*tt!li

3730 "**** AVERAGING 10 DATA INTO 1 ROUTINE *****
3740’*****’l‘*‘l‘lt!m‘.l‘*l"“lti.*l“‘t‘l**““G‘
3750 1= 10: MM = M/ 10: NN = 0

3760 FOR II = 0 TO MM-1

3770 ZX1(I) = 0 '

3780 ZY1(ID) = 0

151




152

3790 FORJJ = NNTONN + -}

3800 ZX1(IT) = ZX1(X) + ZDT1(JJ)

3830 ZYL(ID) = ZYL(IT) + ZDV1(JJ)

3860 NEXT JJ .
38TONN = JJ .

3880 ZXU(II) = ZX1(II)/ I

3910 ZY1(II) = ZYID) /I

3940 NEXT I

3950 CLS

3960 PRINT "SETUP #1 ";

3970 FOROI =0TOMM - 1

3980 PRINT TAB(20);"DT = ",ZX1(II),"DV = ZY].(II)
3990 NEXT IO

4080 RETURN-

4090'ttt*li#**t*‘t*tt*t"*!t*l*‘*i**li*#********tt*ﬁt&*#***t*#k#****i*

4100 *****» SAVE AVERAGED DATA FILE (DT.DV) OF SETUP #1 RQUTINE ***&*
4110'tm#‘ttt*tttt#ﬂ*tt*t!tt!**#*t#t**#t***tttt*ttﬂ#t*t**tttt*lt###t*it
4120 OPEN F1C FOR OUTPUT AS #1

4130 PRINT #1,MM '

4140 FORJ = 0 TO MM-1

4150 PRINT #1,ZX1J),2Y1(W)

4160 NEXT J

4176 CLOSE #1

4180 RETURN

4390’tt‘l'a‘iiti“*.it“"it‘i'pﬁlttt‘tt

4400 '***** LEAST SQUARE ANALYSIS *»#»+
4410'tttttumltimithl!t#tttttt‘ti-tlttt#t
420U =0:02 =

430V = 0:V2 =0

4480 FORIT = 0 TO MM-1

4490 U1! = U1 + ZX1(ID

4500 V1! = V1 + ZYI(ID)

4510 U2t = U2! + ZX1(ID * 2X 1D

4620 V2! = V2! + 2X(ID) * 2Y1(1D)

4610 NEXT I

4620 A1l = (V2!. ULl * VII/ MM)/ (U2! - UL 2/ MM)
4650 B1! = (V1! All * ULl)/ MM '
4680 RI" TURN

463Q'C.Il'll.l.ll“'i.iCi..‘i...i-iﬂli.lh..‘i-‘l.l

4700 **%+%* CALCULATION OF R FACTGR ROUTINE **ee
47”'.’.‘.i'.‘3.‘3..l‘.ll.“...lﬂ!"ﬂl‘i‘ﬁOQ‘I."'
4720 ULt = 0: U2t =

4750 FORII = 0 TO e

4760 U1 = U1+ @YD - ALt * ZXA(D - B 2

4770 US! = UZ! + (ALl ZXUID + BI!- V117 MM) 2

4820 NEXT I

4825 TF U1!> U2! THEN R1! = 9099 : GOTO 4860-

4830 R1! = SGN(B1Y) * SQR(1 - U1t/ U2h

4860 RETURN

4870'l.""l""".ll.'l.....l...'.“.'!.“i..li.l

4380 '***** PRINT RESULTS ON SCREEN ROUTINE eveve
4890"I'..-...‘ll‘....l."‘.‘...U..‘..QI‘.‘.II‘O,.
4900 C1! = .B1!/ All: Q1! = At! * 1000

4 30 CLS
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4940 PRINT "SETUP #1 : ","EQUATION: DV =B + A*DT"
4950 PRINT TAB(24);"A = ";Al!

4960 PRINT TAB(24);"B = ";B1!

4970 PRINT TAB(24);"DT(0) = ";C1!

4980 PRINT TAB(24);"R = ";R11,"Q = ";Q1};,"mV/C"

5110 RETURN

5120’ﬂ*i****t***i*#**t*###********##***t*****t**********‘*******

5130 "#**** PRINT DATA OF SETUP #1 OUT ON PRINTER ROUTINE *****
5140 Faic e 30 o5t ofe e ol ok 240 e 3 e sl o g o0 ol e o e e o0t 30 ok ol 3K e 306 e 3 R 352 20k 206 3 a0t S 208 o o o ofe e 3 e ot e sl ol a0 e e 3 o ok K o K
5150 LPRINT TAB(10);"SETUP #1",DATE TIME F1
51565 LPRINT TAB(10);"SAMPLE NAME = ;SN
5160 LPRINT
J , : 5170 LPRINT TAB(10)," #",TAB(22);"E0"; TAB(38);"E1";TAB(54);"E2";

' TAB(70);"DV"
. 5180 FORJ = M- 10 TOM- 1

‘ 5190 LPRINT TAB(10):J + 1;TAB(18);ZE0(J); 'I‘AB(.M).ZE 1) ’I‘AB(SO),
‘é . ZE2(J); TAB(66); ZDVI(J)
5200 NEXT J -

‘ 5310 LPRINT L
: _ 5220 LPRINT TAB(10);" #"TAB(22);"T1"TAB(38);"T2"; TAB(54),”DT"
g‘ ) : TAB(70);"DV"
r

o

gy

5230 FORJ = M-10TOM- 1

5240 LPRINT TAB(10).J + 1;TAB(18),2T1(J);TAB(34);2T2(J TAB(50);ZDT L(J);
TAB(66),ZDVI(N

5250 NEXT J

5260 LPRINT

5270 LPRINT TAB(20);"DT = “;2X1(MM-1),"DV = "ZY1(MM-1)

5280 LPRINT : LPRINT : LPRINT

5290 RETURN

5670'ii‘d‘.‘!..‘il‘lt“‘..‘U‘!t“"t!i"-‘l‘lll*ltitﬁ‘tiil‘ii

5680 '***«* PRINT FINAL RESULTS OUT ROUTINE - SETUP #1 *#¥s+=
5690 ’.‘“.*‘.‘.‘@“."".!‘U‘U'#.it!“*'.‘.‘il.‘-‘i‘ll.‘_-“‘t
5700 LFRINT TAB(10);"SETUP #1*DATE  ,TIME .F1
5705 LPRINT TAB(10);"SAMPLE NAME = ;3N

5710 LPRINT

5720 FOR{I = 0TO MM - 1

: - 5730 LPRINT TAB(201"DT = "ZX1(1"DV = “2¥1(I)
S §740 NEXT It
A 5750 LPRINT
5760 LPRINT TAB(10);;"EQUATION : DV = B + A * DT
. 6770 LPRINT TAB(24)"A = “All
T 5780 LPRINT TAB(24"B = "Bl
{5730 LPRINT TAB24XDT(O) = "CI!
S 00 LPRINT TABIZON'R = “RU'Q = “QU mVICY
- GBIOLPRINT: LPKINT
- 3820 RETURN .
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